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Virtual Acoustic Displays for Teleconferencing:
Intelligibility Advantage for “Telephone-Grade” Audio*
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Speech intelligibility was evaluated using a virtual acoustic (3-D audio) display using the
method specified by ANSI (S3.2-1989). Ten subjects were evaluated with stimuli either
unfiltered or low-pass filtered at 4-kHz. Results show that virtual acoustic techniques are
advantageous for both full-bandwidth (44.1-kHz sampling rate) and low-bandwidth (8-kHz
sampling rate) “telephone-grade” teleconferencing systems.

0 INTRODUCTION

In communication systems where more than one chan-
nel must be rendered intelligible, as used in police—
fire—rescue, aeronautics, and space launch operations,
it is common practice for multiple signals to be mixed
to a single-channel headset, sometimes in conjunction
with a telephone handset or loudspeakers. This is in
spite of the fact that the advantage of spatial separation
over headphones has been well known for some time
[1]-[3]. The effect of including natural spatial cues—in
particular, the head-related transfer function (HRTF)—
was investigated in detail by Bronkhorst and Plomp [4],
[5]. The use of a virtual acoustic (three-dimensional
audio) display to accomplish this spatial separation for
a stereo headphone user was previously investigated by
the author; a hardware prototype is described in [6].
The technique is to separate multiple communication
channels by placing each at a unique virtual audio posi-
tion, thereby exploiting the well-known cocktail party
effect [7], [8]. This approach allows an ordered, predict-
able approach to the distribution of sound sources com-
pared to the use of headset—loudspeaker combinations,
and increases the intelligibility of signals against noise
relative to one-ear listening.

A preliminary experiment reported in [9] had shown
a maximum intelligibility advantage of about 6 dB for
communication call signs that were spatialized using
three-dimensional audio techniques, against diotic
speech babble. However, this study was conducted using
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a single male speaker as the signal source. A more rigor-
ous approach specified in [10] was used in the current
experiment, with three male speakers and two female
speakers as sources for the speech stimuli, and a phone-
mically balanced word list in place of communication
call signs.

1 HYPOTHESIS TESTED

The goal of the current experiment was to determine
whether the low-pass characteristic of telephone-grade
audio would significantly affect the binaural advantage
expected with full-bandwidth stimuli. HRTF filtering,
the main digital signal processing component of virtual
audio, includes interaural time delays, interaural level
differences, and high-frequency spectral shaping. Figs.
I and 2 summarize the overall interaural delays and
interaural level differences present in the set of binaural
HRTEF filters that were used to process the stimuli. Fig.
3 shows an example of the high-frequency spectral shap-
ing present in the HRTF of a single ear that yields an
elevation cue. By low-pass filtering the stimuli, most of
the spectral shaping of the HRTF is effectively removed,
thereby eliminating perceptual cues associated particu-
larly with elevation perception and externalization [9],
[11]. Data were gathered for non-low-pass-filtered stim-
uli for baseline comparison.

2 METHOD

The 50% intelligibility level for speech was evaluated
for ten subjects using a virtual acoustic display that con-
tained HRTFs of a single nonindividualized user, using
a standard method for measuring the intelligibility of
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speech over communication systems [10]. A between-
subjects experimental design was used. Five subjects
were evaluated with stimuli low-pass filtered at 4 kHz,
and an additional five subjects were evaluated with full-
bandwidth stimuli (see Fig. 4). Eleven different spa-
tialized azimuths were evaluated. The presentation of
azimuths was randomized among subjects. In addition,
thresholds were obtained for monotic (one-channel non-
spatialized) playback, diotic (two-channel nonspatialized)
playback, and for the stimuli in the absence of any
noise masker.

All participants were screened prior to the experiment
for normal hearing using standard audiometric tech-
niques. Each subject wore Sennheiser HD-430 head-
phones within a soundproof booth, and gave responses
using a computer terminal slaved to the experimental
host computer. The host computer housed three-
dimensional audio hardware (Crystal River Engineering
Acoustetron) and custom experimental software. Diotic
(two-channel monaural) white noise, filtered to approxi-
mate the spectral content of normal level speech, was
used as the “speech-spectrum noise” masker. It was
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Fig. 1. Interaural delay present in HRTF set used in intelligibil-
ity experiment. Means of left and right symmetrical positions.
0° azimuth is directly in front of listener, with increasing azi-
muth angle moving toward rear of listener. Because the digital
filters used were minimum-phase transformations of the origi-
nal HRTF measurements, the interaural delay was
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played at a constant level throughout each trial (52 dB,
A-weighted); no amplitude modulation was used. The
signal was spatialized (or ic, or diotic) h
consisting of a single word obtained from a modified
rhyme test word list. This closed-set list (described fully
in [10] and [12]) consists of 50 six-word sets of closely
related American English monosyllabic words. These
were mostly of the form consonant-vowel—-consonant,
with each set typically distinguished by a single phone-
mic element. Three male and two female speakers were
used to prepare the signal stimuli. A digital recording
was made for each word list entry for subsequent play-
back during the experiment.

The selected word, speaker, and spatial position were
randomized for each trial. Subjects heard the diotic,
speech-spectrum noise for 5 seconds. Within this period,
after 2 seconds, the speech signal (duration around 1
second) was mixed in at a particular intensity level. They
were then prompted to identify their best guess via the
computer keyboard for the correct choice from six words
seen on the computer screen. For example, a typical
word list seen by the subject might be “cook shook look
book took hook.” There was no time limit for entering
the correct answer.

A staircase algorithm was used to adjust the level of
the signal within 0.5 dB of threshold for each experimen-
tal condition [13]. An “interleaved” staircase method
was used, whereby the stimulus levels were adjusted
both upward and downward (see details in Fig. 5).
Within a single experimental block a subject heard ran-
domly presented ascending and descending staircases
for two different spatial positions that were randomly
determined for each subject. Typically a subject would
finish two to three blocks on a given day, each block
requiring approximately 15 minutes. A separate block
was given at the end of the experiment to assess the
absolute threshold of nonspatialized speech in the ab-
sence of the noise masker. A practice block was used
for training before the experiment began.

across frequency (constant group delay) for a given HRTF.
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Fig. 2. Interaural level differences present in same HRTF set
described in Fig. 1 (based on the rms level of a 1-s white
noise burst). The means of left and right symmetrical positions
are shown.
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Fig. 3. High-frequency (>4-kHz) spectral information in
HRTF at one ear, presumably used as a cue for source eleva-
tion, was eliminated in low-pass-filtered versions of stimuli
used. Difference in HRTF magnitudes shown for sources ele-
vated 54° above ear level and 36° below ear level relative
to listener.



BEGAULT

3 RESULTS

Fig. 6 shows the absolute threshold for the experimen-
tal conditions, with the mean of symmetrical azimuth
positions given. The right part of the graph, labeled
“dD"” on the x axis, indicates the threshold for diotic
(two-channel monaural) playback of the signal. The
threshold for 50% intelligibility of the speech signal
relative to the speech-noise masker ranges from +0 to
+4 dB for the full-bandwidth stimuli and from +0 to
+7.5 dB for the low-pass stimuli, as a function of
azimuth.

Fig. 7 indicates the pattern of results in terms of the
advantage of spatialized over diotic listening. These re-
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sults were obtained by subtracting the mean threshold
for the spatialized conditions from the diotic conditions.
An analysis of variance indicated a significant difference
in responses as a function of azimuth [F(10, 80) =
4.82, p < 0.000] but no significant difference between
low-pass and full-bandwidth signal intelligibility [F(1,
8) = 0.19] or for the interaction between azimuth and
bandwidth [F(10, 80) = 0.67]. Similar advantages are
obtained by comparing spatialized stimuli to either left-
or right-ear monotic listening.

The intelligibility advantage function matches the in-
teraural time delay function shown in Fig. 1. Maximum
intelligibility is at the azimuth position with maximal
interaural delay (90°), as opposed to azimuths corres-
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Fig. 4. Experiment playback configuration. At right, overhead view of spatialized positions used and diotic reference from

listener’s perspective.
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Fig. 5. lllustration of ascending and descending staircase adjustment of stimulus level for determining 50%
subject chose correct word from list of six words presented on computer screen; —

of intensity adjustment) is reduced or increased by 50% until

dB. Successive responses are evaluated to determine whether the intensit

intelligibility. +
incorrect choice. Step size (i.e., magnitude
minimum step size of 1 dB is attained: 6 dB—3 dB—1.5 dB—1
y is adjusted upward or downward for the subsequent

trial: the level is increased after (—, —), (—, +, —), or (+, —, —), and decreased after ( +, +),(+, =, +),0or(—, +,
+). This “transformed up—down” technique is described in [13]. The threshold is defined as the mean of the first three reversals
at the minimum step size for both ascending and descending staircases.
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ponding to the maximum interaural level differences
shown in Fig. 2. This result is not surprising, in that
the bulk of the spectral energy content of speech lies in
the frequency range where spatial location is cued by
interaural time differences (below 1.5 kHz) as opposed
to interaural level differences (above 1.5 kHz). Taking
the mean of both conditions, the advantage ranges up to
about 6 dB irrespective of the bandwidth following the
general trend of the results found in [6] for call sign
intelligibility (shown in Fig. 7 by +).

4 DISCUSSION

The results suggest that the interaural time delays re-
sulting from virtual acoustic techniques (HRTF mea-
surements) are advantageous for both low-sample-rate
telephone-grade systems and full-bandwidth systems
when more than one communication stream must be
monitored simultaneously. The dB advantage over diotic
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listening using the virtual display is at least as good as
for normal unaided hearing, as derived in [3]. On the
other hand, the spectral modification caused by the
HRTF is probably unimportant, particularly since it
changes as a function of azimuth and elevation in fre-
quencies higher than 4 kHz.

Overall these findings are important in that many com-
munication systems transmit usable frequencies solely
below 4 kHz, and that future computer-based telecom-
munication systems may economize resources by operat-
ing with less than full-bandwidth codecs. A device that
utilized only the interaural delays derived from HRTFs
might be suitable for the intelligibility of a single source
against noise. It remains to be investigated what the
implications might be for the advantage of HRTF spec-
tral shaping versus a simple time-delay cue when multi-
ple signal sources are involved at different azimuths,
any of which could potentially be the desired signal.
The latter reflects the state of affairs in a virtual acoustic
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Fig. 6. Results for 50% intelligibility as a function of spatialized azimuths (mean of symmetrical left—right positions is shown)
in terms of signal level in reference to noise level. Rightmost value labeled “dD” shows mean for diotic nonspatialized stimuli.
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Fig. 7. Results for 50% intelligibility as a function of spatialized azimuths (mean of symmetrical left—right positions is shown)
in terms of advantage of spatialized over diotic listening. /A —full bandwidht advantage; ® —low-pass-filtered stimuli advantage.
For comparison, results from [6] are also shown ( + ). Note that pattern of advantages follows general shape of curve for interaural

delays shown in Fig. 1.
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teleconference with many speaking voices. The results
of [4] indicate that interaural level differences interfere
with the unmasking achieved with interaural time differ-
ences, but that speech can potentially remain intelligible
with as many as six interfering talkers, all speaking at
the same level. Finally it is not known whether any
additional intelligibility advantage may be gained when
the subject’s personal HRTFs or interaural time differ-
ences are used in the signal-processing portion of the
three-dimensional audio communication display. Addi-
tional work in the application of three-dimensional audio
technology to specific communication applications is
currently underway at NASA Ames.
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