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Abstract  Inexpensive cireait boards have appeared on the market which transform a normal micro-
computer’s disk drive into a video disk capable of playing extended video sequences in real time. This
technology cnables the performance of experiments which were previously impossible, or at least pro-
hibitively expensive. The new technology achieves this capability using special-purpose hardware to com-
press and decompress individual video frames, enabling a video stream (o be transferred over relatively
low: bandwidth disk intertaces. This paper will describe the use of such devices for visual psychophysics
and present the technical issues that must be considered when evaluating ndividual products.

INTRODUCTION

The generation ol extended stimulus ‘movies’ has been a constant challenge to re-
scarchers interested in spatiotemporal phenomena. In the past, many ingenious so-
lutions have been found.  An carly approach was to use a motion picture camera
to do single-frame animation (e.g. Braunstein, 1976). Nakayama and Tyler (1981)
produced continuous motion fields with amplitudes of less than one pixel-width by
mixing signals from a sine-wave generator with the deflection signals applied to an
oscilloscope. The introduction of digital frame-buffer displays permitted many ad-
vances to be made; summarics can be found in Mulligan and Stone (1989) and Cox
(1997); here we mention a few techniques which are representative of the diversity
of solutions. When the amount of video memory is larger than the display area, short
sequences can be produced by preloading the frames into memory, and then quickly
changing which part is displayed. Frame-buffer displays usually include a hardware
color lookup table, which maps 8-bit pixel values to red, green and blue (RGB) output
levels; this table can be rewritten on a frame-by-frame basis to achieve a number of
animation effects. Mulligan and Stone (1989) combined lookup table animation with
digital halftoning (echniques to produce a method for generating sine-wave plaids
drifting with arbitrary speed and direction within a stationary spatial contrast window.
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While cach ol these techniques is well suited for a particular class of stimuli, all
suffer from Timitations of onc sort or another. Stimuli played back from a movie
projector are of high quality, but cannot be presented in arbitrary order. Perturbing
deflection signals works well for producing tiny motions, but can gencrate only a
limited class of motion fields. Similarly, lookup table animation techniques are hmited
in the class of stimuli which they can produce. Frame sequencing from video memory
is limited by the amount of video memory in the system, few systems can display more
than a few scconds of high-resolution imagery from frame-buffer memory, although
today’s increased operating speeds may allow some systems to transfer images from
the system’s main memory nto the display memory in real time, particularly if the
image size 1s small. Regardless of which fype of memory is used to hold the images,
the mmage data must first be loaded from disk or some other storage medium before
they can be displayed. When the amount of data is large (i.e. high resolution or
long duration or both), the inter-trial delays introduced by loading stimuli on demand
may be unaceeptable; the experimenter is then forced to pre-load all of the stimuli
before the start of the experiment, in which case the number of stimuli is limited by
the size of the memory. One approach that has been used in the author’s laboratory
(s o maintain a database of stimuli in memory, and to fetch new stimuli from disk
when needed, making room by deleting the least recently used stimulus. This works
fairly well when using a staircase procedure in which a small number of stimuli are
used repeatedly; but, because it cannot be known ahead of time which of the possible
stimuli will actually be needed, the occasional reloading of stimuli can introduce
variable mter-trial delays, which can provide subtle cues and may be unacceptably
long.

What many rescarchers desire is a system that allows real-time playback of movies
stored on a random-access mass-storage device (such as magnetic disk). Unfortunate-
ly, the disk transfer rate on typical personal computers and workstations is too low to
support uncompressed broadcast-quality video. Video editing systems made up from
large parallel disk arrays have existed for some time, but their expense has kept them
out of the laboratory. Within the last few years, however, the development of image
and video compression algorithms and hardware has brought video editing capabil-
ities to the personal computer. This paper will describe the use of such devices for
visual psychophysics and present the technical issues that must be considered when
evaluating individual products.

A brief overview of M-JPEG video compression

The arca of video compression standards is a confusing jungle of acronyms and
algorithms. The situation is further confused by the fact that hardware and software
vendors are not compelled to make their products conform to the standards. Another
common situation is that a vendor will make arbitrary choices for algorithm parameters
not specified by the standard. The discussion in this paper will focus on typical current
implementations.

Products can be sorted by coding scheme into two main groups: JPEG and MPEG.
JPEG refers (o a class of still-image compression algorithms recommended by the
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Joint Photographic Experts Group (JPEG); detailed information may be found in
Wallace (1991) and Pennebaker and Mitchell (1993). Most *JPEG’ boards imple-
ment a particular algorithm based on the discrete cosine transform (DCT). The term
‘motion JPLEG™ (or M-JPEG) 1s used to refer to systems which compress and de-
compress video sequences by treating cach image in the scquence as an independent
stll image. For interlaced formats (such as that defined by the National Television
System Committee, or NTSC), cach ‘image’ in the sequence 1s actually a ‘ficld’ or
half-frame. Compression ratios of 10: 1 can typically be achieved without noticeable
degradation of visual quality. Most M-JPEG boards perform both compression and
decompression,

For the compression ol video sequences, a group of standards has been defined by
the Motion Picture Experts Group (MPEG), which exploit the redundancy between
successive [rames to attain higher compression ratios than are possible with M-JPEG.
Boards that use MPEG compression are currently on the market; unlike the case of
M-JPLG, more computation is usually required to compress than to decompress, and
therefore the more expensive compressors are sold separately from the decompres-
sors.  For psychophysical experimentation, if the stimuli can be compressed ahecad
ol ume using software, a hardwarc MPEG decompressor may be practical.  The
author’s entry into this technological arcna was motivated by an application that re-
quired real-time image acquisition (Mulligan and Beutter, 1995; Mulligan, 1997a),
and M-JPLG was chosen owing to the high cost of MPEG compressors. An addi-
tional consideration which may be relevant for psychophysics is that, in M-JPEG, all
of the frames are treated separately, and therefore identically. This i1s not the case
for MPEG, where a frame may be encoded as an array of differences with respect to
some other frame. A detailed description of MPEG is beyond the scope of this paper,
and can be found elsewhere (Mitchell ef al., 1997). This paper will concentrate on
M-IPEG, although many of the considerations will be relevant for MPEG or other
schemes.

Typical M-JPEG implementations

As stated above, most M-JPEG products perform both compression and decompres-
ston. For gencerating psychophysical stimuli, individual frames will typically be com-
puted by a program and then passed to the compressor as an RGB image. The JPEG
algorithm, as typically implemented, consists of the following steps: color transfor-
mation, chroma subsampling, block DCT, quantization, and lossless coding.  First,
color images are decomposed into a luminance component (Y) and two chrominance
components (U and V, or C, and Cy,). The standard does not specify a particular col-
or transformation, but decomposition into YUV components seems to be ubiquitous.
Many systems then subsample the chrominance signals in the horizontal dimension.
This process is analogous to the reduced chroma bandwidth in the NTSC format
(Loughren, 1953; Hunt, 1987), and its usc is justificd by the fact that human spatial
sensitivity is poorer for chromatic variation than for luminance variation (Hartridge,
1944, 1945 Mcllwain, 1952; van der Horst and Bouman, 1969; Losada and Mullen,
1994). Chroma subsampling by a factor of two is designated as 4:2:2, mcaning
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that for every four luminance samples there are two samples of C, and two of C,.
Similarly, 4 : 1 : 1 subsampling would indicate that only one in four chroma samples is
retained, while 4 : 4 : 4 indicates no subsampling. (There is no compelling reason why
these ratios should always begin with a 4, but that is how the jargon has evolved.)
In addition to chroma subsampling, many inexpensive products subsample the entire
image by a factor of 2 both horizontally and vertically, resulting in the so-called
Standard Image Format (SIF) resolution of 320 x 240.

Alter subsampling, cach component image is divided into 8 x 8 blocks, and cach
block is transformed using the DCT. The transform cocfficients are then quantized by
using a ‘quantization matrix’ (also called the “Q-table’ or *Q-matrix’), which controls
the relative distribution of errors between the different DCT channels. This matrix
controls the degree of compression and the resulting visual quality. Typically, there is
onc matrix for the luminance component and a second matrix for both chrominance
channcls. The same matrix is used for all of the blocks of a given color component.
The JPEG standards group includes a sample set of quantization matrices which em-
pirically has produced the best visual quality for a particular set of viewing conditions
(Lohscheller, 1984). For better or for worse, this sample is often interpreted as being
recommended, and has become the de-fucto standard in most commercial products.
Some implementations allow user-defined (0 matrices to be loaded, while others on-
ly allow the user to vary a single ‘quality factor’ which is used to uniformly scale
the default matrix. Theory-based methods have been proposed to develop visually
optimal quantization matrices for particular viewing conditions (Watson, 1993, 1994,
Peterson et «l., 1994; Solomon et al., 1994, Watson et al., 1994), and particular
applications (c.g. machine vision tasks) may benefit from the usc of matrices that
are optimized with respect to other criteria. The availability of software which sup-
ports uscr-defined quantization matrices may be an important consideration for vision
rescarchers considering this type of technology for stimulus production.

A compressed 1mage file consists of the hist of quantized cocfficients coded us-
ing lossless methods. The decompression process is the inverse of the compression
process: the coded data are first decompressed to obtain the DCT coefficients; the
(quantized) coefficients are then transformed by an inverse DCT, and possibly up-
sampled to produce a final image of correct dimensions.

COMPRESSION HARDWARE AND PSYCHOPHYSICS

The question of whether or not compressed images are suitable for use as psychophys-
ical stimuli ultimately rests on the nature of the experiment, and whether there are
significant artifacts resulting from compressing a particular stimulus of interest. Be-
cause the quantization errors are generated in the transform domain, artifacts in the
resulting image appear as little patches of gratings and checkerboards (the DCT basis
functions). Because the transforms are computed independently on 8 x 8 blocks,
highly quantized images look ‘blocky.

It should be emphasized that distortions arising from compression artifacts are quite
different from those stemming from random noise. The compression artifacts are
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part of the stimulus, and can therefore be known exactly. Their contrast can be
computed, at which point it can be decided on reasonably objective grounds whether
they will be significant or not. [f the software allows the quantization matrix to
be changed, then the frequency content of the artifacts can be controlled to some
extent. Temporal error diffusion (Mulligan, 1993; Mulligan, 1997b) is a technique
which may prove useful in reducing the visibility of compression artifacts in M-JPEG
sequences.

Interlaced displays

Currently available devices are designed around standard video formats such as NTSC
and Phasc Alternating Line (PAL), and generate video output in an interlaced format.
In interlaced formats, a complete image or frame is transmitted sequentially as two
hall-frames or fields, an odd field consisting of the odd-numbered lines (starting
with the first, top line), followed by an even field consisting of the even-numbered
lines. Interlaced displays pose special problems for use as psychophysical stimulators,
and while not related to compression per se, interlacing will bricfly be considered
here as a consequence of using current M-JPEG boards. The discussion will center
on the US RS-170 format, with its 30 Hz frame rate and 60 Hz field (half-frame)
rate; similar considerations apply to the BEuropean formats based on a 50-Hz field
rate.

The most obvious artifact resulting from interlaced displays is the 30-Hz flicker
ol 1solated bright pixels and thin horizontal lines. Small text also becomes illegible.
large uniform regions, on the other hand, are not scen to flicker, reflecting the visual
system’s insensitivity to high spatio-temporal {requencics.

Flickering can be reduced, while sacrificing some resolution, by blurring the image
data in the vertical dimension such that small features are represented equally in both
ficlds. Presumably something like this is done by Silicon Graphics’ ‘flicker filter’;
using an undisclosed algorithm, this filter achieves effective reduction of interlace
artifacts in the display of high resolution text and graphics.

Because the two ficlds are displayed sequentially, particular care must be taken
when rendering moving stimuli. A simple, if somewhat computationally expensive,
approach 1s to render every field at the full resolution of the frame, and then select
the odd or even rows to be compressed for the next field. The full-frame version of
the stimulus must not contain frequencies higher than the Nyquist frequency of the
ficld sampling array; for example, dots must be blurred to cover at least 3 or 4 lines
before sampling. Because the number of lines rendered is twice the number needed,
a more clficient method is to render cach field directly into a field-sized buffer prior
to compression. In this case, the stimuli for the even ficlds must be shifted vertically
by half a pixel (at the ficld resolution) to produce a stable display.

Gamma correction

For many stimuli, it is important to precisely control the displayed gray levels. Be-
causce of the physics of cathode-ray-tubes, the displayed luminance is a power function
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of the applied voltage (see Bach et al., 1997, for a more complete discussion). This
relation 1s referred to as the monitor’s gamma function; the exponent of the power
function is referred to as the ‘gamma,” and typically has a value of around 2.5. Gam-
ma correction refers (o the use of calibration data to determine what voltage should
be applied to produce a desired output luminance.

With regard to software modularity, it is desirable to conceal the issue of gamma
correction within a low-level subroutine library, so that application programs can be
written as if a perfectly lincar display were available. This is especially casy when
using graphics displays incorporating color lookup tables, or colormaps (‘pscudocolor’
displays). Images can be represented by values representing linear luminances, and
the gamma correction data can be loaded into the hardware colormap. The same
image can be displayed correctly on different monitors by loading calibration data
appropriate to cach monitor.

Unfortunately, none of the M-JPEG products surveyed here have output lookup
tables, so the deferred approach to gamma correction described in the preceding
paragraph is not fcasible. Instead, gamma correction for the target monitor must be
applied to the input imagery before compression. This means that the compressed
data file contains a combination of the desired stimulus and the monitor calibration,
and so must necessarily be recomputed when the experimental monitor is changed or
there would be a calibration shift.

Example: band-pass noise drifting in a stationary contrast window

To illustrate the use of M-JPEG in psychophysical experiments, we now consider a
sct of stimuli which would be difficult to produce by other means: namely, drifting
noise in a stationary contrast window (Fig. 1a). While we could casily produce one or
two such stimuli using a frame buffer with enough vidco memory to hold a complete
sequence of frames, this approach is less satisfactory when the number of potential
stimuli s large, for example, if’ many different speeds and directions of motion are
required for the experiment.

Stimuli were created using locally developed software called “QulP’ (Quick Image
Processing). QulP is an interpretive environment, similar to Matlab, with additional
commands for asscmbling and playing M-JPEG movies on several hardware platforms;
the platform used was Silicon Graphics’ Cosmo Compress.

Field images were computed at a resolution of 640 (H) by 248 (V). (The Cosmo
Compress displays only 243 lines per field, but the number of lines passed 1o the
compressor is constrained to be a multiple of 8.) Each stimulus consisted of two
patches of drifting texture; each patch was computed in a 256 x 256 staging arca,
and the top 248 lincs were copied into the field buffer. To allow sub-pixel displace-
ments of the base texture, a Fourier transform-based method was used. The Fourier
transforms of two base textures were computed and stored. For each field in the stim-
ulus sequence, a translated version of the base texture was computed by multiplying
the Fourier transform by appropriate phase-shift factors, and computing the inverse
transform. The vertical displacements of alternate fields were adjusted by half a pixel
to compensate for the vertical offset in the field positions. Each translated texturc
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Figure 1. (a) xample stimulus fmage alter JPEG compression. This 640 (1) by 248 (V) ficld image
will be expanded vertically by a factor of two due to interlacing. The right hand side of the image was
pre-processed using a temporal error dilfusion process described in the text. (b) Error image for the image
in (a). Contrast has been increased by a factor of 8 to increase visibility. (¢) Cumulative error, computed
over 6 ficlds. Contrast has been increased by a lactor of 4.
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was then multiplied by a Gaussian contrast window having a standard deviation of
48 pixels horizontally and vertically. (Because of interlacing, the displayed window
had an apparent vertical standard deviation of 96 pixels.) No interlace correction was
applied to the position of the window, i.c. the same window position relative to the
ficld buffer was used for both odd and even fields. A DC offset of gray value 127
was added to the image, and a fixation spot (a 16 x 32 rectangle in the field images
which appeared square when displayed) was drawn in the center of the ficld buffer
with a gray value of 220.

The textures were 64 x 64 binary noise patterns which were enlarged (by pixel
replication) to 256 x 256, scaled to the gray level range £100, and band-pass filtered
by a difference-of-Gaussians filter having center and surround standard deviations of
8 and 4 cycles per image, respectively. (The vertical standard deviations were twice
these values to compensate for the vertical stretching from interlacing.) The center
and surround filters were normalized to have a gain of | at DC; therefore the gain at
the center of the passband was significantly less than 1, and after filtering the textures
had values in the gray level range +58. When superposed on the mean gray value of
127, this resulted in a peak contrast shightly less than 0.5.

To further improve the final quality, a temporal error diffusion process was also
applied (Mulligan, 1993; Mulligan, 1997b). The term error diffusion was introduced
in the digital halftoning literature (Floyd and Steinberg, 1975) to describe a process in
which serially computed local quantization crrors are ‘diffused’ to their yet unquan-
tized neighbors; when these pixels are subsequently quantized, the resulting crrors
tend o be negatively correlated with those of their neighbors. Here we diffuse the
JPEG cerrors not in space, but forward in time: in cach field, the negative JPEG cr-
ror [rom the preceding ficld s introduced, relying on the visual system’s temporal
integration to produce pereeptual cancellation.

This process is tllustrated by the diagram in Fig. 2, and described explicitly by the
following cquations. lLet (1) represent the input luminance image at time £, with
D(1) the corresponding final displayed luminance image. We define the process error
F (1) as the difference of these:

E@t)y = D) — (). (h

The quantization crror for the first stimulus frame is casily computed: first, the
desired voltage necessary to produce /(1) is obtained by application of a gamma cor-
rection table, i.c. the inverse gamma function G . This voltage image is compressed
and decompressed; the symbol € represents the net transformation.  The resulting
voltage image is then transformed by the monitor’s gamma nonlinearity G to produce
the final displayed image, D(1):

D = G(C(G '(T()). 2)

The mappings G and ' are tabulated from calibration data; the transformation C is
provided by the display system software (Silicon Graphics’ compression library). For
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Figure 2. Block diagran ilustrating the temporal error diffusion procedure. 7(r) is the desired fuminance
image at time 7. () is the final displayed image. G and G represent the forward and inverse gamma
transtormations, respectively, and € represents the net process of compression and decompression. /(1)
is the error at time ¢, while Q) is the luminance error resulting from the compression process . The
crror (J(7) is subtracted from (or “diltused 107) the next frame. ‘The box labeled 7 ' represents a delay
ol one temporal sample.

the results presented here, compression was performed using the default Q matrix,
which was scaled with a Q factor of 90.

The compressed image at time ¢, for r > 1, is computed as follows: let the symbol
Q1) represent the error to be diffused into the image at time ¢. Let Q(1) = 0, and
((2) = I(1). The error () 1s subtracted from the desired image (1) prior to
compression, yielding the following general equation for the displayed image:

D(1) = G(C(G () — O — 1))). (3)

The error O(r) to be “diffused’ to the next frame is the difference between the dis-
played image and the intended image:

Q) = D) =) — Q@ — D). (4)

Note that the ‘intended image’ 1s not the input image I (z), but rather I(r) with the
crror dilfusion correction included, but without compression artifacts. Therelore, in
general f2(1) # Q(f). No correction for positional offsets due to interlacing was
applied to these error images.

To illustrate the crror-diffusion process, a scquence was computed in which error
diffusion was applicd only to the right half of each field image. Figure la shows a
typical ficld image obtained by this procedure. (The ficld images shown in Fig. 1 cor-
respond to their memory representation; when displayed, they are vertically expanded
by a factor of 2 due to interlacing.) Figure 1b shows a contrast-cnhanced version of
the error E(r) for one licld, obtained by multiplying the errors by 8 and adding a
constant mean luminance.

Qualitative differences in the two crror signals are casily scen in Fig. 1; these
are quantified in Fig. 3, which shows radially averaged power spectra (after Ulich-
ney, 1987) ol the left and right subimages. These spectra were computed by zero-
padding cach of the 256 x 248 subregions to a size of 256 x 256, and computing



28 I B Mudligan

2 |
. .
' single {field
B
i

0 — | N
—
]
3
o
Q.
]
& 2-
—
D]
c% ith error diffusion
oY)
=

N k\“\r\m

without error diffuLion
-6

0 32 64 96 128 160

radial frequency (cycles/image)

Figure 3. Radially averaged power spectra for the single-image errors shown in Fig. Ib. Lower curve
Cwithout crror diffusion™) corresponds (o left-hand side of Fig. Th; upper curve (“with crror diffusion’)

corresponds to right hand side.

the two-dimensional Fourier transform. The transform was normalized so that a unit-
amplitude, integer-frequency sinusoid generated a pair of unit transform cocefficients.
The squared magnitude of the complex transform cocflicients was computed, and the
results were averaged across orientations in 180 bins having a width of 1 cycle per
mage.

The curves in Fig. 3 confirm what we can see in Fig. 1b, namely that the error
diffusion process has increased the noise power over most of the image. The benefit
of error diffusion s apparcent in Fig. lc¢, which shows the cumulative error over
0 ficlds, contrast enhanced by a factor of 4. (The term curmulative error refers to a
summation of £ (¢).) On the left, where cach ficld was compressed independently,
crrors are positively correlated, and the cumulative error has increased. Radially
averaged power spectra for these images are shown in Fig. 4, where we can see that
the spectrum for the case without error diffusion has retained the same overall shape,
but has risen by about 0.8 log units, corresponding to nearly linear error summation
over the 6 ficlds. With error diffusion, however, successive errors tend to be negatively
correlated; below a radial frequency of 64 cycles per image, the cumulative error power
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Figure 4. Radially averaged power spectra for the six-ficld cumulative errors shown in Fig. Le. Upper
curve (Cwithout crror ditfusion’) corresponds to left-hand side of Fig. 1b: lower curve (with error diffu-
sion’) corresponds to right-hand side. Note that the relative vertical positions of the curves is reversed

from that i Fig. 2.

ts even less than that for a single ticld. The frequency dependence of this effect and
the shape of the basic error spectrum are controlled primarily by the quantization
matrix.

The preceding analysis is insuflicient to fully describe the costs and benefits of
error difTusion, but may illustrate the usefulness of this approach. Additional material
concerning this technique has been reported by Mulligan (1997b).

CONCLUSIONS

Hardware image compression devices now permit presentation of a large number
of complex image sequences using ordinary microcomputer equipment.  For many
psychophysical applications, the degradations introduced by the compression process
may be tolerable. Because the artifacts are generated by a deterministic process, they
can be simulated and cvaluated, and can be controlled to some extent by the values
of the quantization matrix, as well as by techniques such as temporal error diffusion.
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In many situations this type of hardware may offer an affordable method to perform
experiments that would otherwise be impractical.
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APPENDIX: A NON-UNIFORM SURVEY OF VENDORS AND PRODUCTS

For those with Internet access, a useful source of information on video compression
products is the list of “frequently asked questions’ (FAQ) from the Usenet news-
eroup comp.compression,  Part 3 deals with image-compression hardware.  That
document is posted monthly to the newsgroup; the web page at http://www.cis.ohio-
state.cdu/hy pertext/lag/usenet-fags/by group/comp/compression/top.html contains links
to the three parts of the FAQ as well as to the MPEG FAQ. The field of image
compression is changing rapidly, and the list of vendors on the FAQ cannot be ex-
haustive; the short list presented here certainly is not. Most ol the M-JPEG products
on the market are based upon the CL550 chip manufactured by C-Cube corporation.
C-Cube distributes a list of of their OEM customers which is useful in locating ven-
dors of board-level products. Their web site has good tutorial material on JPEG and
MPLEG.

A good source for free JPEG software is the Independent JPEG Group (1JG). The
group can be reached by E-mail at (jpeg-info@uunet.uu.net). They also maintain
a JPEG FAQ, which can be accessed at (hitp:// www.cis.ohio-state.cdu/hypertext/fag/
usenct/jpeg-fag/top.html). This software provides a good tool for experimenting with
image compression and observing the associated artifacts. Unfortunately, many of the
hardware products use proprictary file formats, making it difficult to import images
and sequences created with other software systems such as that from G.

The following Table | lists & small sample of M-JPEG products, followed by vendor
contact information. The heart of all of these boards is C-Cube’s CLS50 chip. Unless
stated otherwise, cach board supports [ull-resolution video (640 x 486). The column
labeled “Source?” refers to the availability of source code for the vendors’ software
drivers and application libraries, which may be useful in the case that the software
as supplied does not meet the needs of a particular application (¢.g. if the software
does not support user-defined Q-tables, the default Q-tables could be changed or the
feature could be added).
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Table 1.

Vendor /Product Lormat(s) Sampling  Bus Source?  Notes”
Active Tmaging/Crunch RGB dodd ISA, PCI Yes |
Optibase /PG 2000 NTSC, SVHS K ISA No? |
Orchid/ Vidiola Premium NTSC/SVHS SIF [SA ? 1
Parallax Graphies/XVideo  NTSC, RGB 40202 SUN S-bus No 2
Stlicon Graphies/Cosmo NTSC, SVHS 4:2:2 Indigo ISA slot No 3
Truevision/ Targa NTSC 42202 FISAL PCL NuBus  No |
VIC Hi Teeh/ Video Packer RGB b:2:4 ISA, EISA K |

“Vendors:

o Active Imagimg (Omnix). PO Box 7879, tucline Village, NV 89452, (800) 898- 1500,
(702)832-0792. WWW: htp://nsLwinnet/~oninix/:  E-mail: djohnson@omnix.win.net

e (" Cube Microsystems, 1778 McCarthy Blvd., Milpitas, CA 95035, (408) 944-6300),
WWW: hittp://www.c cube,com/

= Optibase Inc.. 5000 Quorum Drive. Suite 700, Dallas, 'TX 75240, (2 14) 774 3800,
Lo mail: info@optibase.com; - WWW: http//www.optibase.cony

o Orchid Technology, 15365 Northport Foop W.. Fremont, CA 94538, (510) 683-0300.

o Parallax Graphics, Tne., 2500 Condensa Street, Santa Clara, CA 95051, (408)727-2220,
Eomail: mto@parallax.com: - WWW: http//www.parallax.com/

o Silicon Giraphics Computer Systems, 2171 Landings Drive, Mountain View, CA 9404 3,
(15390 3900, WWW: htip://www.sgi.com/

o ‘Trucvision, 2500 Walsh Avenue, Santa Clara, CA 95051, (408) 562-4200,
Il o ruevision.com: - WWW: hitp:/lipserver.truevision.com/ Truevision. html

o VIC T Teel Corp, 2221 Roseerans Avenue, Suite 237, Bl Scegundo, CA 90245, (310) 643-5193.

"Notes:

I Author has little or no direet experience with these products.,
2 Requires optional daughter card for RGB input/output. Requires additional software package
tor real-time 170 1o and from disk. Real-time performance requires SUN Sparc 10 host or better,
Software does not detect dropped frames. Proprictary lile format. Q-tables are user progranumable
only Tor sulb images. (Remarks reflect author’s experience and may not apply to latest software
release.)
Vo Must be used inconjunction with one ol two video options. An additional component (limimanee/
chrominance) input is available with the high end option. Good soltware with user-programmable
O tables. proprictary file format.



