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Abstract

A psychoacoustic test was performed to obtain annoyance responses to noise from a quadrotor Urban Air Mobility (UAM) vehicle to aid in the development of a model of annoyance to UAM vehicle noise. Previous analysis of that test concluded that a psychoacoustic annoyance (PA) model, including the effects of loudness, sharpness, fluctuation strength and roughness, correlated well with the collected annoyance responses. This motivated (1) the assessment of other PA models available in the literature and (2) the development of a new PA model that includes other sound quality effects (e.g., tonality). To build the PA model for UAM noise, annoyance ratings to individual sounds and annoyance comparisons between pairs of sounds are first combined into a latent annoyance scale that has a correlation coefficient of 0.98 with the raw responses and that is based on just-noticeable-differences (JNDs) in annoyance. This latent annoyance (JND) scale also gives insight into the interplay of various perceptual components, such as overall loudness, temporal effects and spectral effects. The proposed PA model for UAM noise is fit to the latent annoyance scale, includes the sound quality effects mentioned above with an added term for tonality, and offers an improvement over other methods for predicting annoyance to UAM vehicle noise.

1 Introduction

The goal of Urban Air Mobility (UAM) is to provide safe, efficient and accessible on-demand transportation services for passengers and cargo [1]. Early testing and development are underway in New York, São Paulo, New Zealand and Dubai, but vehicle-related challenges related to noise annoyance have already surfaced [2]. In order for UAM operations to mature and become practical in a wide range of locations, it is critical that the noise impact be minimized for communities in which UAM vehicles operate [3, 4]. To address some of these challenges related to human perception of UAM noise, gaps and recommendations were established by a working group on UAM noise [5]. Examples include further development of noise metrics and the need for predictive models of human response, including annoyance, which can be used in perception-influenced design of UAM vehicles [6].

Following these recommendations, annoyance responses to UAM noise by human test subjects were collected as part of the Test of UAM Sound Quality (TUSQ), which took place in 2022 [7]. Due to the scarcity of recorded UAM vehicle noise, that psychoacoustic test was based on noise predictions and auralizations of a NASA reference quadrotor UAM vehicle [8]. The test explored the relationship between objective measures of sound quality and subjective annoyance responses. In particular, sharpness, tonality, roughness and impulsiveness were found to be contributing factors in the annoyance response.

In the TUSQ dataset, a linear regression model showed that the tonality and...
roughness metrics were similar in importance\(^1\). Additional analysis of the TUSQ data demonstrated that the PA model by Zwicker [9], a non-linear combination of sound quality metrics that includes roughness but not tonality, correlated more highly with annoyance than the linear regression model. These observations provided motivation to investigate the applicability of other published PA models to UAM noise and to incorporate tonality into a PA model for UAM noise. Zwicker’s model includes the effects of loudness, sharpness, fluctuation strength and roughness. The models by More [10] and Di et al. [11] include an additional term for tonality, and the model by Torija et al. includes additional terms for both tonality and impulsiveness [12].

Tonality and impulsiveness are expected to be important for UAM noise because of the acoustical characteristics of rotors. A “chopping” or impulsive sound can occur when tip vortices from preceding blades interact with the following blades, creating blade-vortex interaction noise [13]. The perception of tonality may be caused by distinct harmonics of the blade passage frequency.

The main contributions of the current work are: (1) generating a latent annoyance scale built on TUSQ annoyance responses and just-noticeable-differences in annoyance, (2) assessment of available PA models from the literature to UAM noise and (3) a new PA model developed specifically for UAM noise. The hypothesis is that a model based on unique features of UAM vehicle noise will yield better annoyance predictions than a model developed from non-UAM noise sources. The latent annoyance scale is based on Thurstone’s Law of Comparative Judgment [14], unifies both annoyance ratings and paired comparisons [15] and highly correlates with TUSQ annoyance responses. Because of this high correlation, assessment of PA models is evaluated in terms of the line of best fit between PA predictions and latent annoyance.

This work is organized as follows. Section 2 summarizes the methods and conclusions from the TUSQ [7]. Section 3 describes Thurstone’s Law and the latent annoyance scale used to quantify annoyance responses collected from the TUSQ. Section 4 describes the forms of various psychoacoustic annoyance models available in the literature and evaluates their applicability to the TUSQ dataset. Finally, Section 5 presents the proposed PA model for UAM noise, which is based on Zwicker’s model and includes a tonality term.

2 Psychoacoustic test

This section summarizes the TUSQ, which was administered in 2022 and documented in a publication at the SAE International Noise & Vibration Conference 2023 [7]. The main output from that work is a dataset that includes annoyance responses to UAM noise stimuli with a range of sound qualities. TUSQ test subjects provided annoyance ratings (from “not at all annoying” to “extremely annoying”) of individual stimuli and annoyance comparisons between pairs of stimuli (i.e., paired comparisons). The TUSQ can be summarized in the following steps.

---

\(^1\)The linear regression model mentioned here refers to a Least Absolute Shrinkage and Selection Operator (Lasso) regression model with sharpness, tonality, roughness and impulsiveness as predictors. [7].
2.1 UAM noise predictions

The acoustic stimuli were based on the NASA quadrotor reference vehicle, which is sized for six passengers and a 1200 lb. payload [8]. The blade geometry, number of blades and rotation rate were inputs to the Comprehensive Analytical Rotorcraft Model of Rotorcraft Aerodynamics and Dynamics (CAMRAD II [16]) program. This resulted in a blade passage frequency of 20 Hz. For two operating conditions (90 knots with a 0° climb angle and 60 knots with a -5° climb angle), CAMRADII determined the corresponding blade loading, blade motion, inflow velocity and effective angle of attack. Source noise hemispheres were then calculated for each vehicle rotor using the Aircraft Noise Prediction Program 2 (ANOPP2 [17]). Within ANOPP2, Farassat’s Formulation 1A was used for loading and thickness noise [18, 19], and self noise was calculated using an implementation of the Brooks-Pope-Marcolini model [20] cast in a rotating frame.

2.2 Auralizations and post-processing

Auralizations were generated from the source noise hemispheres using the NASA Auralization Framework (NAF) [21–23]. Both flight conditions were assumed to be stationary relative to a ground observer, because annoyance to time-varying sound quality was outside the scope of this psychoacoustic test. The auralizations assumed that the quadrotor was at an altitude of 1,000 ft with an emission angle of 60° elevation and 0° azimuth. A reference sound was used in TUSQ, which consisted of the self noise component of the level cruise auralization after removing its modulations. This reference sound was chosen due to its lack of dominant sound quality characteristics. Annoyance judgments of this sound at different levels would then be due to changes in loudness and not changes in other sound quality characteristics, such as roughness, tonality, etc. A total of 136 UAM stimuli (not including the reference sound) resulted from post-processing the auralizations, which involved: (1) mimicking changes in blade passage frequency, (2) adjusting the relative gain between loading and thickness noise and self noise components via a spectral weighting parameter, (3) adding a tone complex, (4) smoothing out the time signature of the loading and thickness noise via time averaging and (5) amplitude modulation. The post-processing was done to efficiently generate a range of sound quality instead of repeating the predictions described in Sec. 2.1 for a large number of BPFs and flight conditions. Further details can be found in Boucher et al. [7].

2.3 Experimental design

The psychoacoustic test was split into two parts, one that tested the annoyance to changes in loudness and another that tested annoyance to other aspects of sound quality. To test aspects of sound quality other than loudness, the post-processing steps described in Sec. 2.2 were applied to both flight conditions (level cruise and 5° descent) to create a full-factorial experimental design with 4 factors (sharpness, tonality, impulsiveness and fluctuation strength) and two qualitative levels for each factor (low and high). UAM stimuli were adjusted to a loudness of 6 sones by multiplying the acoustic pressure time history by a frequency independent amplitude fac-
Roughness variations in the stimuli were not controlled, since a post-processing technique was not available to systematically adjust roughness independently of the other sound quality metrics. This resulted in 136 UAM stimuli of equal loudness that spanned a range of other sound quality values, as shown in Figure 1. To test annoyance to changes in loudness, the reference sound described earlier was presented at five different levels in 5 dB increments, resulting in loudnesses of 3.8, 5.6, 8.0, 11.3 and 15.7 sones.

Various methods are available to calculate sound quality metrics. The ones used in the TUSQ and the current work are given here. The loudness equalization process applied to the UAM stimuli followed ISO 532-1 [24] as implemented in the NAF Psychoacoustic Analysis Library. The resulting loudness was evaluated using the DIN 45631/A1 [25] standard in HEAD Acoustics ArtemiS Suite 13.6 [26]. Both methods are implementations of Zwicker’s method for time-varying loudness. Sharpness, tonality, roughness, impulsiveness and fluctuation strength also used ArtemiS Suite 13.6. Sharpness used the DIN45692 (free field) standard [27]. Tonality, roughness, impulsiveness and fluctuation strength all used Sottek’s Hearing Model [28,29]. For tonality, the Hearing Model was preferred over Aures’ method, because it considers many aspects of tonality (not just pure tones), including narrowband noise and impure tones [30]. The tonality and roughness calculation methods are included in the ECMA-418 standard for psychoacoustic metrics for noise emissions from Information Technology and Telecommunications equipment [31]. For a description of the perceptual effects of various sound quality metrics, see Section 4.

2.4 Collection of annoyance responses

The acoustic stimuli were reproduced in the Exterior Effects Room [32] at NASA Langley Research Center. All sounds were presented from a front, central location to 40 human test subjects (10 groups, 4 subjects at a time). Subjects listened attentively and gave their judgment of the sounds in terms of annoyance. As mentioned in Sec. 2.3, the psychoacoustic test was split into two parts. The first part tested annoyance ratings to UAM stimuli that had different sound qualities but equal loudness. As shown in Fig. 2, subjects were asked, “How annoying was the sound to you?” This rating scale spanned from just below “not at all” to just above “extremely”, which corresponds to an 11-point scale from 1 to 11. Each subject gave their annoyance rating to all 136 UAM stimuli, including 8 sounds that had 4 replicates. This resulted in 6,400 rating responses in total. The second part of the test gauged subjects’ annoyance via paired comparisons (see bottom screen prompt in Fig. 2). In each pair, one sound was a UAM stimulus at 6 sones, and the other sound was the reference sound at one of five levels, ranging from 3.8 to 15.7 sones (a 20 dB range). Twenty-six of the 136 UAM stimuli were chosen at random for each group of test subjects. This resulted in 119 out of the 136 UAM stimuli being included in the paired comparisons and a total of 1,040 (26 × 40) responses.
2.5 Observations

Previous work made the following conclusions from this psychoacoustic test, including those related to loudness, other sound qualities and psychoacoustic annoyance [7]:

- The point of subjective equality (i.e., equal annoyance point) between the UAM stimuli and the reference sound occurred when the reference sound was 9.3 sones and the UAM stimuli were an average of 6 sones (with all UAM stimuli within the range of 5.8 to 6.4 sones). This difference in loudness corresponds to approximately a 6.3 dB difference in sound pressure level. When the UAM stimuli and reference sound were compared at the same loudness, the UAM stimuli were judged more annoying 73% of the time. This indicates that differences in sound quality other than loudness can have a significant effect on annoyance.

- The annoyance rating responses to UAM stimuli showed that tonality, roughness and impulsiveness were positively correlated with annoyance. Sharpness was found to be negatively correlated with annoyance. The fact that higher sharpness did not result in higher annoyance is likely due to only 3 out of 136 UAM stimuli having sharpness above the 1.75 acum threshold to contribute to psychoacoustic annoyance [33]. However, the negative correlation is surpris-
Figure 2. Computer tablet screen prompts were presented to test subjects to collect their annoyance responses. UAM stimuli of equal loudness were rated on an 11-point scale from “not at all” to “extremely” (top). In another part of the test, a reference sound at different levels was compared to UAM stimuli of equal loudness via paired comparisons (bottom).

ing and indicates that higher levels of broadband self-noise may mask some negative aspects of tonal, impulsive loading and thickness noise.

- Finally, the PA model by Zwicker [33–36] was found to have a higher correlation with annoyance than a linear regression model. This is one of the main motivating factors to assess the performance of other PA models for UAM noise (see Section 4) and to make potential improvements (see Section 5).

3 Latent annoyance scale

This section describes Thurstone’s Law of Comparative Judgment [14] and how it relates to the subjective evaluation of annoyance during a paired comparison test. A method is then described to place each acoustic stimulus from the TUSQ on a linear psychological scale. This method combines annoyance rating responses with paired comparison data through a simple linear relationship. Thurstone’s Law and the process of placing a sound stimulus on a psychological scale does not assume anything about the physical measurement of a sound. However, sound quality and A-weighted sound pressure level (SPL) spectra of example stimuli are examined to develop some intuition about what acoustical measures may be important for psychoacoustic annoyance. By applying Thurstone’s Law, each stimulus from the TUSQ is given a latent annoyance value, which is used in Section 4 to assess the applicability of various PA models and in Section 5 to develop an improved model that includes tonality.

3.1 Thurstone’s Law of Comparative Judgment

A fundamental concept of psychophysics, useful in the context of developing a PA model, is that the difference in annoyance between two stimuli in a paired comparison
is related to the proportion of comparisons for which one stimulus is judged more annoying than the other. When this proportion is further from 50%, the distance between the two sounds on the psychological (e.g., latent annoyance) scale is greater. The distance is called the discriminable difference, which is given by \( q_i - q_j \) where \( q_i \) and \( q_j \) are the discriminable processes of sounds \( i \) and \( j \), respectively. There is natural variation, or dispersion, in comparative judgments, meaning that a test subject, “gives different comparative judgments on successive occasions about the same pair of stimuli [14].” As a result, the discriminable process of the stimulus, as well as its location on the psychological scale, is actually a distribution. This dispersion is a measure of the reliability of the estimated location of a particular stimulus on the psychological scale. This behavior is depicted in Fig. 3.

These discriminable concepts as well as Thurstone’s mathematical formulation of them are known as the Law of Comparative Judgment [14]. The concepts are applicable in a wide range of studies: when a human test subject provides a response about the quality of an image [37], in judging quality of handwriting [38] or the judgment of audio samples [39]. When applying the Law of Comparative Judgment to the TUSQ dataset, it is assumed that responses from multiple subjects can be combined such that the resulting distribution of responses is normal. It is also assumed that the discriminable dispersion, \( \sigma \), is the same for all stimuli \(^2\).

An important concept of Thurstone’s Law of Comparative Judgment is that no assumption is made regarding physical measures of the stimuli. Although it is possible that physical measures contribute to the subject’s decision, the method does not require it, which makes it applicable to comparative studies where physical measures of stimuli are not apparent or even absent. The method can, therefore, be applied to studies of opinions, affects, judgments of all types, even economics, morals and aesthetics [40]. Of course, for developing a PA model for UAM noise, the desire is that latent annoyance correlates with some measures of loudness, temporal effects and spectral effects. Since the latent annoyance scale described here is completely independent of any physical measure of sound, latent annoyance may be used to fit a PA model or another type of annoyance model with a different mathematical form or one that includes different physical measures of sound.

### 3.2 Latent annoyance scale for ratings and paired comparison data

Data collected during the TUSQ were: (1) annoyance ratings for UAM stimuli of equal loudness and (2) annoyance comparisons between UAM stimuli at equal loudness and a reference sound that varied in loudness. This was done so that changes in annoyance due to changes in sound qualities other than loudness could be evaluated independently from changes in loudness. However, to develop an annoyance model that accounts for all these effects, it is necessary to combine the rating and comparison responses into one common, latent annoyance scale.

When analyzing the latent scores on the psychological scale, modern methods use a probabilistic formulation for observing a given response based on the underlying discriminable processes, \( q \), and discriminable dispersion, \( \sigma \), which assumes a normal

---

\(^2\)These assumptions, along with others, describe Case V of Thurstone’s Law of Comparative Judgment. For a complete description of these assumptions, see Ref. [14].
distribution for each latent annoyance, \( q_i \), on the psychological scale. Although combining ratings with the latent annoyance from paired comparisons is not trivial, a simple linear relationship may be assumed between the ratings and latent annoyance, which is given by \( m_i = a q_i + b \), where \( m_i \) is the annoyance rating. What follows is the probabilistic formulation used to obtain latent annoyance values for all TUSQ stimuli. The mathematical description and its development can be found in Perez-Ortiz et al. [15,37], and the code is freely available [41].

The latent annoyance for all stimuli is found by obtaining the parameters \( q_i \), \( \sigma \), \( a \), \( b \) and \( \eta \) that maximize the total probability of observing the annoyance response data contained in the paired comparison preference matrix \( C \) and the rating matrix \( M \). The maximization process is expressed as

\[
\arg\max_{q,a,b,\eta} P(C|q,\sigma) \cdot P(M|q,\sigma,a,b,\eta)
\]

where the arguments \( q \), \( a \), \( b \) and \( \eta \) are sought that maximize the total probability. The total probability is given by the scalar product of \( P(C|q,\sigma) \) and \( P(M|q,\sigma,a,b,\eta) \), which are the probabilities of observing the paired comparison and rating data, respectively. A prior in the Bayesian sense is also multiplied by this likelihood expression to enforce convexity and reduce the likelihood that any values of \( q \) are far from its mean [37]. The parameter \( \eta \) is introduced as a weighting parameter between rating and paired comparison response data \(^3\).

The preference matrix \( C \) contains the observations collected during the paired comparison portion of the psychoacoustic test. The preference matrix is a square matrix with \( N \) rows and columns where \( N = 141 \) is the number of stimuli. Indexes

\(^3\)The original publication of this method used \( c \) instead of \( \eta \) [37]. \( \eta \) is preferred here to distinguish it from the entries of the preference matrix \( c_{ij} \).
1-136 are the UAM stimuli, and indexes 137-141 are the reference sound at different levels. In each entry $c_{ij}$, the $i$-th sound is compared to the $j$-th sound, and $c_{ij}$ is the total number of times sound $i$ was judged more annoying than sound $j$. None of the UAM stimuli were directly compared to each other, so $c_{ij} = 0$ for all entries in which $i < 137$ and $j < 137$. Each comparison contained one reference sound and one UAM stimulus, so $c_{ij}$ may be non-zero for $i \geq 137$ or $j \geq 137$. The total number of comparisons made was 1,040, meaning $\sum_{i,j} c_{ij} = 1,040$.

The likelihood of observing pairwise comparisons is $P(C|q, \sigma)$ and is given by

$$P(C|q, \sigma) = \prod_{i,j} \left( \frac{n_{ij}}{c_{ij}} \right) \Phi(q_{ij}, \sigma)^{c_{ij}} (1 - \Phi(q_{ij}, \sigma))^{n_{ij} - c_{ij}}$$

(2)

where $\Phi$ is the normal cumulative distribution function and $n_{ij}$ is the total number of times sound $i$ was compared to sound $j$. This assumes that for a given discriminal difference, $q_{ij}$, and discriminal dispersion, $\sigma$, the probability that sound $i$ was judged more annoying than sound $j$ is equal to: (1) $\Phi(q_{ij}, \sigma)$ when the subject chooses sound $i$ as more annoying and (2) $1 - \Phi(q_{ij}, \sigma)$ when the subject chooses sound $j$ as more annoying.

The rating matrix $M$ has a size of the number of stimuli ($N = 141$) by the number of subjects ($J = 40$). The entries, $m_{ik}$, are the ratings of the $i$-th sound by subject $k$ and are in the range of 1-11. The matrix entries are non-zero for $i < 137$ and are populated with $\text{nan}$ for stimuli 137-141, because the reference sound was not rated; it was only included in the paired comparison portion of the experiment. If a stimulus was presented more than once in the experiment, $m_{ik}$ is the mean rating response of sound $i$ for subject $k$.

The likelihood of observing rating scores is given by $P(M|q, \sigma, a, b, \eta)$ and expressed as

$$P(M|q, \sigma, a, b, \eta) = \prod_{i=1}^{N} \prod_{k=1}^{J} f(m_{ik}|q_i, \sigma, a, b, \eta)$$

(3)

where the Normal distribution, $f$, is given by

$$f(m_{ik}|q_i, a, b, \eta) = \frac{1}{\sqrt{2\pi a^2 \eta^2 \sigma^2}} e^{-\frac{(m_{ik} - (aq_i + b))^2}{2a^2 \eta^2 \sigma^2}}.$$

(4)

The discriminal dispersion, $\sigma$, is the same as it is in Eq. (2). However, the weighting parameter, $\eta$, assumes that the effective dispersion on the rating scale (equal to $\eta \sigma$) may be different from the discriminal dispersion when only paired comparisons are considered. The latent annoyance vector, $q$, is found using a maximum likelihood estimator, which seeks to find $q$ and parameters $a, b$ and $\eta$ that maximize the probability of explaining the collected data in the preference matrix $C$ and the rating matrix $M$.

The discriminal dispersion is set to a fixed value ($\sigma = 1.4826$) considering the just-noticeable-difference from Thurstone’s analysis [14, 37]. Specifically, $\sigma$ is specified so that when 75% of responses agree which sound is more annoying ($i$ or $j$), then the discriminal difference, $q_i - q_j$, is equal to one just-noticeable-difference. Thurstone states that, “we may arbitrarily define the difference limen or the [JND]
as that stimulus difference which has a probability of 0.75 of being correctly discriminated [42].” Therefore, for 1 JND to correspond to a unit change in latent annoyance, it means that $\Phi(q_{ij}, \sigma) = 0.75$ when $q_{ij} = 1$. With these constraints, $\sigma$ must be equal to 1.4826.

In a psychoacoustic experiment, the accuracy of ratings may be different from the accuracy of paired comparisons. In other words, the amount of information gained from a rating may be different from the amount gained from a paired comparison. The $\eta$ parameter in the latent annoyance analysis is a way to measure this tradeoff. Eq. (4) shows that $\eta$ is an extra parameter that modifies the discriminant dispersion for the rating responses. For $\eta > 1$, the dispersion for rating responses is greater than that for paired comparisons alone (i.e., $\eta \sigma > \sigma$). In this case, paired comparisons give a narrower distribution and, therefore, have less error than rating responses. The opposite is true for $\eta < 1$; rating responses give a narrower distribution and have less error than paired comparisons. Through the maximization process described in Eq. (1), the value of $\eta$ is varied and found to be 1.284. This indicates that paired comparisons of the UAM stimuli resulted in less error in the annoyance judgments than ratings.

The maximization process expressed in Eq. (1) yields the latent annoyance vector, $q$, for all acoustic stimuli, including the UAM stimuli and the reference sounds. The corresponding $q_i$ for the UAM stimuli are shown in Fig. 4 as red ×’s and are compared to the mean annoyance responses computed over all test subjects, shown in blue circles. The mean annoyance responses are on the 11-point scale described in Fig. 2. The abscissa is the stimulus number, sorted in increasing latent annoyance. As a result, mean annoyance is not monotonically increasing. The Pearson correlation coefficient between latent annoyance and mean annoyance responses is high, 0.98, for the 136 UAM stimuli. The black dots are the latent annoyance for the reference sound at five different loudness values, which do not have a mean annoyance response but can be placed on the latent annoyance scale among the UAM stimuli. The latent annoyance results vary from approximately -2 to 2, which spans 4 annoyance JNDs and corresponds roughly to the 20 dB range of the reference sound.

Because of the high correlation between mean annoyance responses and latent annoyance, as well as the previous linear assumption that $m_i = aq_i + b$, the latent annoyance in terms of JNDs can be converted to an approximate mean annoyance rating. The results from the Thurstone analysis yield the mean annoyance rating as $m = 1.44q + 5.06$. This relationship may not hold for stimuli whose mean annoyance is not normally distributed, such as near either extreme of the 11-point scale. To account for this, the analysis may be more robust if a skewed distribution for rating responses is used in Eq. (4). However, this is not expected to be an issue for the mean annoyance responses from the TUSQ dataset, since a Jacque-Bera test indicated that only 8 of 136 UAM stimuli had a non-normal distribution. Furthermore, these 8 stimuli covered a wide range of mean annoyance (i.e., 3.7, 4.1, 4.5, 4.5, 5.0, 5.8, 6.8, 7.8) and were not systematically near the boundaries of the scale.
专项资金

3.3 Observations related to acoustical characteristics of stimuli

The latent annoyance values, \( q_i \), shown in Fig. 4 are determined independently of the acoustical characteristics of the test stimuli. However, it can be useful to examine acoustical characteristics to understand what influenced the relative latent annoyance values. Indeed, it is assumed that subjects were sensitive to loudness, as well as temporal and spectral effects, since Zwicker’s PA model was positively correlated with the mean annoyance responses \[7\]. Therefore, before evaluating psychoacoustic annoyance, some general observations about physical measures of sound, including loudness, other sound quality metrics and SPL spectra are made.

As shown in Fig. 4, the least annoying UAM sound (at 6 sones) is roughly equal in annoyance to the second quietest reference sound (at 5.6 sones). The most annoying UAM sound (also 6 sones) is about equally annoying as the loudest reference sound at 15.7 sones; this is about 3 JNDs more annoying than the least annoying UAM stimulus. Therefore, the range of annoyance to the UAM stimuli roughly corresponds to a change in loudness of the reference sound from 5.6 to 15.7 sones. This is approximately equivalent to a change of 15 dB. Two important observations can be made: (1) one annoyance JND corresponds to about a 5 dB change of the reference sound and (2) since all UAM stimuli were played at 6 sones, sound quality other than loudness can cause annoyance differences of about 3 JNDs or approximately a 15 dB change in the reference sound.

These observations are made more clear by looking at four example stimuli, as
Figure 5. Latent annoyance, \( q \), of example stimuli. A change of 15 dB of the reference sound corresponds to approximately 3 annoyance JNDs, approximately the same range of annoyance produced by UAM stimuli of equal loudness.

shown in Fig. 5. Examples 1 and 4 (black dots) are reference sounds separated by 15 dB. Examples 2 and 3 (red ‘x’´s) are UAM stimuli. Example 2 is the level cruise flight condition at a BPF of 15 Hz with the self noise component suppressed (spectral weighting parameter is −10 dB) and a moving average applied to smooth out the loading and thickness noise. Example 3 is the 5º descent flight condition at a BPF of 80 Hz with an elevated self noise component (spectral weighting parameter is 10 dB) and an added synthesized motor tone complex. These stimuli were chosen as examples since their latent annoyance values are separated by approximately one annoyance JND, indicating that roughly 75% of the subjects agreed which sound was more annoying. For the following, example 2 is 0.98 JND more annoying than example 1, example 3 is 0.96 JND more annoying than example 2 and example 4 is 0.96 JND more annoying than example 3. The change in annoyance of 3 JNDs for a 15 dB change in the level of the reference sound is evident.

The sound quality of the examples is shown in Table 1. When comparing examples 1 and 2, example 2 is a little bit louder and is more tonal than example 1, which is shaped broadband. Blade passages as well as some fluctuations can be heard in example 2. For examples 2 and 3, which are both UAM sounds and equally loud, example 3 has a much higher roughness. Both sounds have roughly the same tonality, but example 3 has higher frequency tones. For examples 3 and 4, example 4 is much louder (difference of 9.6 sones). These observations based on sound quality indicate that increases in loudness, tonality, fluctuations and roughness can all contribute to higher annoyance.

The narrowband SPL spectra (A-weighted) of the example sounds are shown in Fig. 6. The low frequency tones in the spectrum of example 2 are very prominent over the shaped broadband from the spectrum of example 1 (top subplot). While both examples 2 and 3 exhibit prominent spectral peaks, example 3 has significantly
Table 1. Sound quality for example stimuli from the Test for Urban Air Mobility Sound Quality [7].

<table>
<thead>
<tr>
<th>Example</th>
<th>Loudness, $N$ (sones)</th>
<th>Sharpness, $S$ (acum)</th>
<th>Tonality, $T$ (TU)</th>
<th>Roughness, $R$ (asper)</th>
<th>Impulsiveness, $I$ (IU)</th>
<th>Fluctuation strength, $F$ (vacil)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.62</td>
<td>1.56</td>
<td>0.0362</td>
<td>0.0283</td>
<td>0.312</td>
<td>0.0107</td>
</tr>
<tr>
<td>2</td>
<td>6.03</td>
<td>0.783</td>
<td>0.110</td>
<td>0.0193</td>
<td>0.358</td>
<td>0.0176</td>
</tr>
<tr>
<td>3</td>
<td>6.06</td>
<td>1.15</td>
<td>0.125</td>
<td>0.856</td>
<td>0.471</td>
<td>0.0147</td>
</tr>
<tr>
<td>4</td>
<td>15.7</td>
<td>1.58</td>
<td>0.0539</td>
<td>0.0436</td>
<td>0.332</td>
<td>0.0165</td>
</tr>
</tbody>
</table>

more high frequency content than example 2 (middle subplot). Although spectral peaks below 1 kHz in example 3 are higher in level than the shaped broadband in example 4, the spectrum of example 4 is higher in level than the spectral peaks of example 3 at frequencies above 1 kHz (bottom subplot). Similar to the observations made based on sound quality, these observations based on spectral content indicate that narrowband peaks, higher frequency content, and higher SPL contribute to higher annoyance.

While latent annoyance is not based on acoustical characteristics of the sounds, such as those depicted in Table 1 and Fig. 6, these examples highlight specific instances when measurable differences in the sound lead to higher annoyance. This supports the use of sound quality metrics as a way to quantify this behavior, which may be combined in the form of a psychoacoustic annoyance model.

4 Psychoacoustic annoyance models

Several PA models are available in the literature [10–12, 36]. While Zwicker’s PA model was based on synthesized narrowband and broadband noise, with and without modulations, the models by More, Di and Torija focused on particular types of noise sources. More focused on jet noise [10], Di on transformer noise [11] and Torija on drone/small UAS noise [12]. This section summarizes the forms of these models and compares their behavior using the annoyance data collected from the TUSQ.

There are two main assumptions in all four of these PA models: (1) loudness is the main predictor of annoyance and (2) spectral and temporal effects are of secondary importance as predictors of annoyance. An example metric that accounts for spectral effects on annoyance is the sharpness metric. A sound with higher sharpness has more higher frequency content or may be conversely characterized by a lack of low frequency content. Temporal effects, or how a sound changes over time, are usually taken into account by two different types of modulations: fluctuation strength and roughness. Fluctuation strength is perceived at low modulation frequencies, which peaks around a 4 Hz modulation frequency. At such low modulation frequencies, the human ear is able to track these slow modulations in amplitude. When
Figure 6. Spectra of pairs that differ by approximately 1 JND ($q_{ij} \approx 1$). In each pair, the spectrum in red corresponds to the more annoying sound.
the modulation frequency increases, the human ear is no longer able to track the time envelope of the sound. At these higher modulation frequencies, modulations are perceived as roughness, which has a maximum perceived effect around 70 Hz.

Changes in loudness alone give a mostly linear change in annoyance, as shown by the reference sound (black dots) in Fig. 7. Additionally, spectral or temporal effects also affect annoyance, as shown by the UAM stimuli in Fig. 7 (red ×’s), where annoyance responses span up to 3 annoyance JNDs for the same loudness level. This demonstrates that loudness alone does not explain the variation in annoyance to UAM noise. While all these PA models take loudness into account in the same way, they differ in how the other sound qualities are incorporated. These differences lead to horizontal adjustments and various degrees of scatter and alignment of all stimuli (UAM and reference). For an ideal model, all red ×’s and black dots would fall along the same line. How sound quality metrics are used in different PA models is described next. How well the PA models align with annoyance responses is assessed in Section 4.5.

4.1 Synthesized narrowband and broadband noise, with and without modulations (Zwicker)

Zwicker’s PA model is based on psychoacoustic experiments involving narrowband and broadband noise and the comparison between modulated and unmodulated noise. Of the PA models considered here, it is based on more generic, synthetic types of noise. It is not based on a specific type of industrial or transportation noise source. It combines loudness, temporal and spectral effects in the following form [33–36]:

$$PA = N_5 \left(1 + \sqrt{w_S^2 + w_{FR}^2}\right)$$

where

$$w_S = (S - 1.75) \times 0.25 \log_{10}(N_5 + 10)$$

for $$S > 1.75 \text{ acum}$$ (0 otherwise) and

$$w_{FR} = \frac{2.18}{N_5^2}(0.4F + 0.6R)$$.

$$N_5$$ is the loudness in sones that is exceeded 5% of the time over the duration of the stimulus, $$S$$ is the sharpness in acum, $$F$$ is fluctuation strength in vacil and $$R$$ is roughness in asper.

4.2 Noise from aircraft (More)

The model by More includes the same terms for loudness, sharpness and fluctuation strength/roughness as Zwicker, but it also includes a tonality metric, which relates to the spectral effect. A pure tone is the obvious example of a signal with high tonality. This tonality effect is considered important for rotorcraft noise, since spectra of these sounds often include harmonic content related to blade passage frequencies. However, various degrees of tonality may be perceived for complex sounds. Considering the sound power in band-limited noise, if the frequency range of the passband is decreased enough, the sound no longer is perceived to be broadband, and the sound can be associated with a musical pitch or tone.

More’s PA model is given by

$$PA = N_5 \left(1 + \sqrt{\gamma_0 + \gamma_1 w_S^2 + \gamma_2 w_{FR}^2 + \gamma_3 w_T^2}\right)$$

(6)
where \( w_S \) and \( w_{FR} \) are the same as in Zwicker’s model and the tonality term, \( w_T \), is given by
\[
  w_T^2 = \left[ (1 - e^{-\gamma_1 N_5})^2 \left( 1 - e^{-\gamma_5 T} \right)^2 \right].
\]  
(7)

Tonality, \( T \), was calculated using Aures tonality. The \( \gamma \) coefficients were found by fitting the model to annoyance responses to jet noise (\( \gamma_0 = -0.16 \), \( \gamma_1 = 11.48 \), \( \gamma_2 = 0.84 \), \( \gamma_3 = 1.25 \), \( \gamma_4 = 0.29 \) and \( \gamma_5 = 5.49 \)). For the TUSQ dataset, \( w_S = 0 \) for most stimuli, because \( S < 1.75 \)acum for 138 out of 141 stimuli. For stimuli where \( w_T \) is also low, this can lead to negative values under the radical and imaginary numbers for PA. More’s model dealt with jet noise where \( w_S \) was most likely a contributing factor, so this did not pose a problem. To avoid this complication when applying More’s model to the TUSQ dataset in this work, it is assumed that More’s model reverts back to Zwicker’s model when \( \gamma_1 w_S^2 + \gamma_2 w_{FR}^2 + \gamma_3 w_T^2 < -\gamma_0 \).

### 4.3 Noise from transformers (Di)

Di also developed a modified PA model by adding a tonality term to Zwicker’s model. However, the form of the tonality term is different from More’s. Di’s model is given by [11]
\[
  PA = N_5 \left( 1 + \sqrt{w_S^2 + w_{FR}^2 + w_T^2} \right)
\]  
(8)

where the tonality term, \( w_T \), is given by
\[
  w_T = \beta \frac{T}{N_5}
\]  
(9)

and \( T \) is calculated with Aures tonality. Di hypothesized the form of this term by fitting Zwicker’s PA to annoyance responses with and without high tonality sounds.
By comparing these two fits, Di et al. found a negative correlation between $w_T$ and loudness in phons, justifying the form of $w_T$. By searching a grid space of $\alpha$ and $\beta$, the maximum coefficient of determination, $R^2$, was found for $\alpha = 0.52$ and $\beta = 6.41$ [11].

4.4 Noise from drones and small Unmanned Aerial Systems (Torija)

The model by Torija [12] includes the sharpness and fluctuation strength/roughness terms from Zwicker, the tonality term from More and a new impulsiveness term, $w_I$. Impulsiveness is a temporal effect that quantifies sudden changes in amplitude that do not necessarily have a modulation frequency associated with them. Torija’s model was developed for noise from aerial drones and UAS and is given by [12]

$$PA = N_5 \left(1 + \sqrt{\gamma_0 + \gamma_1 w_s^2 + \gamma_2 w_{FR}^2 + \gamma_3 w_T^2 + \gamma_4 w_I^2}\right)$$

(10)

The model parameters are: $\gamma_0 = 103.08$, $\gamma_1 = 339.49$, $\gamma_2 = 121.88$, $\gamma_3 = 77.20$ and $\gamma_4 = 29.29$. The impulsiveness term is

$$w_I = \frac{0.975I}{N-1.334}$$

(11)

4.5 Assessment of models for UAM noise

Correlation between PA model outputs and subjects’ annoyance responses from the TUSQ are now studied. The assessment of the models focuses on psychoacoustic annoyance level, $L_{PA}$, instead of PA itself. This is justified by Fechner’s Law, which states that perceptual changes are related to the logarithm of the stimulus intensity [43]. If the stimulus intensity is assumed to be given by loudness in sones, then loudness level, given by

$$L_N = 40 + 10 \log_2 N$$

(12)

better represents the logarithm of stimulus intensity. Therefore, it is more logical to assume a linear relationship between perceived annoyance and $L_N$ instead of $N$. Indeed, when sound qualities other than loudness are ignored, a mostly linear relationship between $L_N$ and latent annoyance is observed (i.e., reference sound in Fig. 7). Likewise, when sound qualities are considered (i.e., PA instead of $N$ alone), PA may be considered the stimulus intensity, and psychoacoustic annoyance level, $L_{PA}$, given by

$$L_{PA} = 40 + 10 \log_2(PA)$$

(13)

represents the logarithm of the stimulus intensity. Equation (12) is valid for $N \geq 1$ sone, below which $L_N = 40(N)^{0.35}$ [24]. Similarly, Eq. (13) should be used for $PA \geq 1$, below which $L_{PA} = 40(PA)^{0.35}$ may be more appropriate.

Psychoacoustic annoyance level, $L_{PA}$, for TUSQ stimuli is predicted using the four models given by Zwicker, More, Di and Torija reviewed previously. Since the latent annoyance, $q$, was found to be highly correlated with annoyance responses, PA levels are compared to $q$ instead of directly to annoyance rating or paired comparison.
responses. The correlation of various PA levels with latent annoyance, \( q \), is evaluated and plotted in Fig. 8. The models are shown to be moderately correlated with the annoyance responses, with Pearson correlation coefficients ranging from 0.62 to 0.70, as shown in Table 2. Zwicker’s model has the highest correlation, but there are many stimuli varying from \(-1 < q < 1\) that are clustered about a similar \( L_{PA} \). With More’s model, there is not a smooth transition from low to high \( L_{PA} \), which is evidenced by two distinct clusters of stimuli. Di’s model has less clustering than Zwicker or More but a large amount of scatter. For Torija’s model, the data are more tightly grouped at low \( L_{PA} \) with gradually increasing spread of \( q \) as \( L_{PA} \) increases.

Pearson correlation coefficients between latent annoyance and PA or \( L_{PA} \) are summarized in Table 2. Looking across models, the correlation coefficient for PA is similar to the correlation coefficient for \( L_{PA} \). While the published models do not transform PA to \( L_{PA} \), as in Eq. (13), this transformation is commonly thought more important when stimuli loudness levels vary over ranges greater than 30 phon.
Table 2. Pearson correlation coefficients between either psychoacoustic annoyance, \( P_A \), or psychoacoustic annoyance level, \( L_{P_A} \), and latent annoyance, \( q \).

<table>
<thead>
<tr>
<th></th>
<th>Zwicker</th>
<th>More</th>
<th>Di</th>
<th>Torija</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_A )</td>
<td>0.68</td>
<td>0.63</td>
<td>0.64</td>
<td>0.61</td>
</tr>
<tr>
<td>( L_{P_A} )</td>
<td>0.70</td>
<td>0.62</td>
<td>0.63</td>
<td>0.65</td>
</tr>
</tbody>
</table>

5 A psychoacoustic annoyance model for urban air mobility noise

The proposed PA model for UAM vehicle noise is given by

\[
P_A = N_5 \left( 1 + \sqrt{w_S^2 + w_{FR}^2 + w_T^2} \right)
\]

(14)

where

\[
w_T = \frac{T}{\sqrt{N_5}}
\]

(15)

The model uses \( w_S \) and \( w_{FR} \) from Zwicker’s model and includes a tonality term whose coefficients are found using annoyance responses from the TUSQ dataset. The rationale for using this form of a PA model for UAM noise starts with the fact that Zwicker’s model correlated better with latent annoyance than the other available models. Next, Zwicker’s sharpness term is used without modification, because only 3 out of 141 stimuli in the test had sharpness above the threshold of 1.75 acum to contribute. Likewise, only low levels of fluctuation strength (maximum of only 0.08 vacil) were tested in the TUSQ. Therefore, there was insufficient variation in \( w_S \) and \( w_{FR} \) to warrant their modification for UAM noise. Finally, the form of Di’s tonality term is used, because it is assumed that for higher loudness levels, higher tonality would be necessary to have the same change in psychoacoustic annoyance.

To find values for \( \gamma_1 \) and \( \gamma_2 \) for use in a PA model for UAM noise, the best linear fit (see Fig. 8) between PA level and latent annoyance is found where PA level is given by Eq. (13). Initially, the line of best fit was found by a non-linear optimization routine that sought to minimize the absolute difference between latent annoyance, \( q \), and PA level when both PA level and latent annoyance were normalized to be within 0 and 1. It was assumed that minimizing these differences would find the parameters of the tonality term that correctly rank the UAM noises from least annoying to most annoying. The output of this optimization proved to be dependent on the initial guess of \( \gamma_1 \) and \( \gamma_2 \), pointing to the existence of many local minima. Instead of attempting more complicated global optimization schemes, a simpler approach based on inspection of \( R^2 \) over a 2D grid spanning ranges of \( \gamma_1 \) and \( \gamma_2 \) was followed.

Starting with large ranges for \( \gamma_1 \) and \( \gamma_2 \), it was found that the highest values for \( R^2 \) were for \( \gamma_1 < 50 \) and \( \gamma_2 < 3 \). From this, it was evident that there was a strong correlation between \( \gamma_1 \) and \( \gamma_2 \). This correlation is highlighted here by examining a smaller range of possible parameters (\( 0 < \gamma_1 < 10 \) and \( 0 < \gamma_2 < 2 \), as shown in Figure 9. The contour lines in that figure show computed \( R^2 \) values in steps of 0.05, as a function of \( \gamma_1 \) and \( \gamma_2 \). High correlation between \( \gamma_1 \) and \( \gamma_2 \) is evident since the
contours form neatly ordered, well behaved contours of constant $R^2$, where many pairings of $\gamma_1$ and $\gamma_2$ would give the same $R^2$ value. The line of best fit can be realized from any combination of parameters along the maximum contour line that falls in between the two $R^2 = 0.6$ contours.

The correlation between the tonality term strength and the loudness exponent in the denominator was also observed in Di’s work [11]. Although Di did report a maximum value, it appears somewhat arbitrary when the contour lines show many combinations that give an equally good result. Based on this, there is not sufficient evidence to support a unique solution based on two parameters. However, the dependence of the tonality term on loudness is observed for UAM noise just as it was for transformer noise. Based on these considerations, it is reasonable to assume that $\gamma_2 = 1$ and assume that $\gamma_1$ is found from the intersection of the maximum contour line in Fig. 9 and $\gamma_2 = 1$. Thus, the tonality term for psychoacoustic annoyance level for UAM noise is

$$w_T = 3.2 \frac{T}{N_5}$$  \hspace{1cm} (16)

where tonality, $T$, is measured in Tonality Units (TU) using Sottek’s Hearing Model and $N_5$ is the 5% exceedance of loudness in sones. The choices for $\gamma_1 = 3.2$ and $\gamma_2 = 1$ are marked in Fig. 9 by a red $\times$.

The line of best fit using the tonality term given above for UAM noise is shown in Fig. 10. When compared to Zwicker’s model, the PA model for UAM noise shows a marked improvement in predicting the annoyance responses from TUSQ, which are represented by the latent annoyance, $q$. The Pearson correlation coefficient increases from 0.70 to 0.78, and the coefficient of determination, $R^2$, for the line of best fit increases from 0.48 to 0.606. For Zwicker’s model, there were many stimuli around $L_{PA} = 66$ that spanned a range of $-1 < q < 1$. This undesirable behavior is absent in the PA model for UAM noise. Other undesirable characteristics, such as the
Figure 10. Correlation between psychoacoustic annoyance level, $L_{PA}$ (see Eq. (13)), and latent annoyance, $q$, using a tonality term developed for UAM noise, where $w_T = 3.2T/N_5$. The Pearson correlation coefficient is 0.78, and $R^2 = 0.606$ for the line of best fit. (Line of best fit: solid blue. Red ×: UAM stimuli. Black circle: reference stimuli.)

clustering of predictions from More’s model, the scatter from Di’s model and the increasing spread from Torija’s model, are also absent in the updated PA model for UAM noise. It is concluded, therefore, that the PA model for UAM noise with the tonality term described is an improvement upon existing models, both qualitatively and quantitatively.

6 Discussion

Thurstone wrote that investigators postulate discriminable processes that differ from the actual manner in which test subjects make their judgments [40]. In other words, there are limits to any psychophysical model, including the PA model described here and given in Eq. (14). It may be that other sound quality metrics are missing in the model or that included metrics do not capture the complete annoyance response. This model was developed using annoyance responses to steady-state sounds, so its applicability to transient sounds (e.g., flyover events) is unknown. A method to integrate loudness (or PA) level over time is needed in this case. Using 5% exceedance values of sound quality metrics may be a possible alternative, but further analysis or psychoacoustic testing is needed to answer this question. Additionally, the UAM stimuli that were used to develop the model were of equal loudness, so strong interaction effects between loudness and other sound quality metrics may not be properly modeled. Finally, TUSQ stimuli included auralizations of a quadrotor vehicle and modifications of those sounds to span a range of sound quality. Annoyance responses to recordings of flown UAM vehicles may lead to a better model.

With the limitations just described, future improvements or modifications to PA
models for UAM noise are likely. In that case, Thurstone analysis and the latent annoyance scale used in this work may still be used to fit any future annoyance model. While this intermediate step may not be necessary if only rating questions are used, model development is greatly simplified if rating and paired comparison responses can be unified into one common scale, as described in Sec. 3.2. Thurstone analysis also helps to distinguish between the internal psychological scale and the external scale that may be based on measurable quantities of sound, such as SPL, loudness or sound quality metrics. Latent annoyance is not based on any of these measures and merely places stimuli on a scale from least to most annoying and quantifies the difference in annoyance in terms of annoyance JNDs.

Another useful result from Thurstone analysis applied to rating and paired comparison data is that the relative accuracy of different psychoacoustic tasks can be quantified. Specifically, paired comparison questions were found to be more accurate than rating questions. This may inform experimental designs of future psychoacoustic investigations on annoyance.

The results from Fig. 4 show that the range in annoyance to UAM sounds of equal loudness spans a 15 dB change in level of the reference sound. This is reminiscent of some of the earliest perceptual tests of jet noise in the 1950’s, when the level of a new passenger jet (before being retrofitted with engine mufflers) was judged equally disturbing to a propeller-driven aircraft only after the jetliner’s sound level was reduced by 15 dB [44]. The current work indicates that characteristics other than the loudness level of transportation noise continue to have large effects on annoyance.

Noise from UAM vehicles must be at a level that is acceptable to the communities in which the vehicles operate [4]. Otherwise, “UAM operations will not be allowed to occur at all times or at all locations when...detrimental impacts to people...are deemed to be too high [2].” Predicting noise annoyance, therefore, is critical to the evaluation of potential impacts of UAM missions and to inform vehicle designers and transportation service providers. While the model presented in this work is far from predicting community response to UAM noise, it does offer a step forward in predicting short-term annoyance to steady-state UAM noise.

7 Conclusions

The main result of this work is a psychoacoustic annoyance model for Urban Air Mobility noise, Eq. (14), that is based on Zwicker’s model but includes an extra term for tonality. The tonality term, $w_T$, is $3.2 T/N_5$ where $T$ is tonality measured in TU units using an auditory model and $N_5$ is the loudness in sones exceeded 5% of the time. This proposed model shows improvements over Zwicker’s and the three other existing models considered by showing a higher correlation between latent annoyance and psychoacoustic annoyance level, $L_{PA}$, given by Eq. (13).

The psychoacoustic test consisted of rating as well as paired comparison annoyance responses to UAM stimuli. The stimuli were based on noise predictions of a NASA reference quadrotor vehicle in two flight conditions, which were then auralized and modified to span a range of sound quality.
To compare models and arrive at the UAM psychoacoustic annoyance model, annoyance data collected during the psychoacoustic test were converted to a latent annoyance scale based on Thurstone's Law of Comparative Judgment. The model was then fit to latent annoyance. Latent annoyance is the underlying psychological scale for annoyance and assumes nothing about the physical measure of sound. It is, therefore, suitable to fit any model of annoyance that may be developed in the future. Results show that 1 just-noticeable-difference on the latent annoyance scale corresponds to about a 5 dB change in a shaped broadband sound and that the range of annoyance to UAM stimuli of equal loudness covered a range of 3 annoyance JNDs in the psychoacoustic test. Evaluating annoyance in terms of JNDs shows pairs of sounds where 75% of the subjects agree on which sound is more annoying than the other, highlighting aspects of sound quality and SPL spectra that contribute to human perception.

While the proposed model for UAM psychoacoustic annoyance may be limited to the ranges of sound quality tested, care has been taken to not overfit this model. Specifically, the sharpness and fluctuation strength/roughness terms from Zwicker, as well as their relative weights in the model, were not altered. This is in contrast to other psychoacoustic annoyance models that have been fit to certain types of noise. Nevertheless, improvements will likely be made to the proposed model based on future laboratory tests. In which case, the latent annoyance results shown here should provide a good basis to explore future UAM noise annoyance model refinements.
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