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Abstract Thresholds were measured for detecting perturbations in a regular lattice of dots by modulating local dot density, local dot luminance, or some combination of the two. For high mean densities (dot spacing ≤ 15 min of arc), perturbations in local density increase the perceived brightnesses of the individually resolved elements in the more densely filled regions, and appear (at near threshold levels) as modulations of brightness rather than density. This illusory brightness modulation may be nulled by applying a real luminance modulation to make the lattice elements appear equally bright. Once this is done, thresholds for detecting any nonuniformity in the array are elevated compared to thresholds for detecting uncompensated density modulation. This result suggests that uncompensated density modulation is detected via the illusory brightness variations. This interpretation suggests that dot brightness is determined on the basis of the space average luminance of an area a substantial fraction of 1 deg in diameter. To test this hypothesis, thresholds were measured for detecting luminance modulation in a regular array of dots viewed against a comparatively dim background, where the modulation was applied to the dots themselves, to the background alone, or to both the dots and the background in either reinforcing or cancelling relative phase. For small, closely spaced dots, the threshold for modulation of luminance can be predicted on the basis of the amplitude of the Fourier component at the modulation frequency, regardless of whether it is carried by dots, the background, or both. The threshold is greatly elevated when modulation in the dots cancels the background modulation, so that there is contrast modulation of the dots, but no net energy at the fundamental frequency (zero amplitude of the Fourier component). For large, coarsely spaced dots, on the other hand, thresholds for conditions which contain energy at the fundamental modulation frequency are higher. The threshold increase is much greater when the modulation is applied to the dots than when it is applied to the background. This result suggests that the coarsely spaced dots are saturating the response of spatially opponent units. This hypothesis was confirmed by tests using backgrounds with the same luminance as the dots; threshold elevations selective for dots or background were abolished.

Spatial modulation sensitivity Brightness discrimination

INTRODUCTION

It is well known that the brightness of an object is not determined solely by its luminance. Simultaneous contrast and assimilation are two complementary effects whereby the brightness of an object or region is influenced by the presence of a nearby object or region. Simultaneous contrast refers to the tendency for an object to appear darker when viewed against a light background, and lighter when viewed against a dark background. It is usually interpreted as an expression of the antagonistic influence of surround stimulation in cells with spatially-opponent receptive fields (Ratliff, 1965). Assimilation, on the other hand, describes a situation where the brightness of a region is shifted towards the brightness of the perturbing region. Whether an object will have its brightness shifted by contrast or assimilation generally depends on the spatial configuration of the perturbing region, with thin lines producing assimilation and large regions and surrounds producing contrast. The spatial factors governing the two effects have been summarized by Nelson (1963).

This paper describes a brightness illusion which, like assimilation, seems to be the result of a synergistic, rather than antagonistic, effect of nearby stimulation. The effect was first noted during an attempt to measure motion thresholds by applying a velocity field to an array of randomly placed dots (Nakayama et al., 1985). When the velocity field was such that the motion of the dots produced changes in the local dot density, Nakayama et al. were able to elevate thresholds for detecting the motion by modu-
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lating the luminances of individual dots in such a way that the space-average luminance of the display remained constant in spite of the fluctuations in local dot density. This showed that the fluctuations in space-average luminance (over a region containing several dots) could serve as a cue for motion independent of motion per se. The subjective appearance of such displays can vary widely: small compressive motions without reciprocal luminance modulation can appear as brightness modulation without the perception of motion (Mulligan, unpublished observation); conversely, under other conditions, luminance modulation of a static dot pattern may give rise to the perception of motion (MacLeod, Nakayama and Silverman, unpublished observations).

One striking aspect of the effect is that it seems to hold at virtually all levels of modulation. Dots whose luminance is being modulated by 50% may appear to have a constant brightness when the local density is modulated to maintain a constant space-average luminance. The only way to convince skeptical observers that the dots’ luminances are indeed being modulated is to direct them to note the artifactual changes in dot size which most CRT’s produce with changing luminance (“blooming”).

Studies of preattentive vision (Julesz, 1980; Treisman and Gelade, 1980; Treisman and Schmidt, 1982; Bergen and Julesz, 1983) have led theorists to postulate the existence of “feature maps” which provide a spatial representation of particular stimulus dimensions (Crick, 1984; Nakayama and Silverman, 1986). Such maps may represent features at a lower spatial resolution than the objects that carry them, even though the objects themselves may be perfectly resolvable. There is evidence that many attributes are represented at spatial resolutions far below visual acuity: Nakayama and Tyler (1981) and Nakayama et al. (1985) demonstrated that spatial integration is performed on the outputs of low-level motion detectors; Rodieck (1983) has pointed out that flicker is seen with a resolution less than visual acuity, a fact that is exploited in the reduction of subjective television flicker by interlacing. The even scan lines are not seen to flicker when the odd scan lines (which do not substantially overlap the even lines) are flickering with the opposite phase, even though the lines and the flicker can be seen clearly when one set of lines is dark. It is conceivable that the reciprocity observed between dot luminance and density may be due to poor spatial resolution in a “brightness map”, and the following experiments are directed towards determining the spatial characteristics of this hypothetical brightness system.

EXPERIMENT 1

Procedure

With the idea in mind that the brightness of a single dot is computed on the basis of the light falling on an area much larger than the dot itself, we attempted to measure the size of the hypothetical integration area by determining the maximum dot spacing for which perturbations of density were seen as perturbations of brightness. The stimulus was a regular lattice of dots in which static dot density and/or brightness varied sinusoidally across the pattern. On each trial, subjects were presented with a lattice to which some density modulation was applied; their task was to adjust the amplitude of the luminance modulation to make the dots appear equally bright.

Stimuli were presented on Hewlett Packard display scope (model No. 1300A) with P4 phosphor. Special hardware designed by Walter Kropl at Bell Laboratories, and described in detail in Breitmeyer et al. (1975) generated the deflection signals under program control to produce a perfectly regular lattice. The display scope had been modified to accept the additional analog signals which were summed with the x, y and z inputs to produce the perturbations. Digital-to-analog converters (DACs) attached to the computer produced the signals needed to produce the modulations of position and luminance.

If all the dots in a lattice have their position shifted by a given amount, there is no net change in dot density. To produce variations in dot density it is necessary to apply different positional shifts to different dots; changes in dot density are proportional to the spatial derivative of a perturbation applied to dot position. Therefore, if one wishes to produce a sine phase modulation of dot density, a cosine phase signal must be used to perturb the dot positions. Thus, in order to produce modulations of density and luminance that would produce uniform space-average luminance, the two DAC’s had to produce signals in quadrature. The absolute phase was chosen so that positional displacements were never applied to the dots at the edges of the pattern, thus ensuring that the overall size of the
pattern was constant and independent of modulation depth.

The relative luminance produced for various DAC settings (gamma) was measured with a photodiode; the calibration data were incorporated into the computer software to enable truly sinusoidal variations of luminance to be produced. Regrettably, no absolute calibration of luminance was made.

Three lattice spacings, each with eight amplitudes of density modulation were tested. The mean dot luminance was fixed, so the sparser lattices had correspondingly lower space-average luminances. For each lattice, the amplitude of luminance modulation producing the appearance of uniform brightness was determined using the method of adjustment. The 24 lattices were each presented three times in a random order.

The display was continuously visible, with the amplitude of the luminance modulation being dynamically controlled by a knob under the subject's control. The knob produced a voltage that was read by an analog-to-digital converter attached to the computer. A computer program used this voltage to set the amplitude of the luminance modulation in the lattice. On each trial, the computer added a random offset to the values read from the knob, so that subjects could not use knowledge about the position of the knob in making their settings. Both positive and negative modulations could be produced about zero; the knob position corresponding to zero luminance modulation was always near the middle of the mechanical range of the knob, so that the luminance modulation could either be spatially in-phase with the density modulation or in opposite phase. Subjects were instructed to adjust the level of luminance modulation to a point where the dots in the lattice appeared equally bright. Three experienced psycho-physical observers were used as subjects, two of whom (J.R.B. and D.R.W.) were ignorant of the purpose of the experiment.

Results

Figure 1 shows the luminance contrast selected for uniformity of subjective brightness as a function of the amplitude of the applied density modulation, for subjects D.R.W. [Fig. 1(a)], J.R.B. [Fig. 1(b)], and J.B.M. [Fig. 1(c)]. Each curve represents a different mean lattice spacing. In these figures, luminance amplitude is defined as positive if the dots are set brighter in regions of reduced density, and negative if these dots are set dimmer. Each data point is the mean of three settings; the error bars represent plus and minus one standard error of the mean. The data show that for mean lattice spacings as large as 15 min of arc the luminance modulation pro-

Fig. 1. Amplitude of the luminance modulation required for uniform subjective brightness of dots is plotted as a function of the amplitude of applied density modulation. Positive luminance modulation signifies that dots are made brighter in regions of reduced density, while negative luminance modulation signifies that the dots are made dimmer in regions of reduced density. The solid curve is for a mean dot spacing of 30 min arc, dotted curve for 15 min and dashed curve for 7.5 min. For spacings of 7.5 and 15 min of arc (dashed and dotted curves, respectively), luminance and density modulations at the equi-brightness settings are roughly proportional. At a spacing of half a degree (solid curve), dot brightness is only slightly affected by density modulation. The error bars represent ±1 SEM. (a) Subject D.R.W. (b) Subject J.R.B. (c) Subject J.B.M.
ducing a sensation of equal brightness is proportional to the amplitude of the applied density modulation. For a dot spacing of 30 min, however, density modulations have no effect on the subjective brightness of the dots; the corresponding curves in Fig 1(a) and 1(b) have nearly a flat slope. In this case the null settings correspond to the point where the dots all have the same physical luminance; that is, there is no interaction between dots.

**Discussion**

The results demonstrate that the mean dot spacing can have strong effects on the amount of coupling between dot density and apparent brightness. In order to test the idea that the results are due to brightness signals being integrated over some moderately large area, the experiment was simulated for a simple model for the receptive field for brightness. Brightness signals were assumed to be the outputs of units having spatially bivariate Gaussian receptive fields with standard deviation $\sigma$. Such a unit will respond linearly to changes in intensity of the dots falling on its receptive field; it will also respond linearly to changes in density when the density is high, but not when it is low.

Figure 2 shows the slope predicted for a curve of the type shown in Fig. 1, as a function of log dot spacing (expressed in units of $\sigma$). The curve in Fig. 2 falls from a value near one to a value near zero over a change of about 0.3 log units in dot spacing; this is similar to the results of the experiment, where both observers showed a transition from complete reciprocity at a spacing of 15 min of arc, to no interaction with a spacing of 30 min. We can estimate $\sigma$, the standard deviation of the receptive field for brightness, by assuming that the 30 min spacing corresponds to the point on the abscissa labeled 0.5 in Fig. 2. This results in a value of approximately 10 min for $\sigma$.

**EXPERIMENT II**

**Introduction**

Experiment II was designed to address many of the same issues as in Experiment I, using a different task. Instead of adjusting luminance to produce uniform brightness, subjects set thresholds for detecting any type of nonuniformity in a dot lattice that was modulated either in luminance, in density alone, or in both luminance and density. Thresholds for combinations were measured both in cancellation phase, where variations of dot density and brightness exactly cancel to produce a constant space average luminance, and summation phase, where the combined effects produced a net modulation of space-average luminance exactly twice that produced by either stimulus dimension alone. Keeping in mind the model of spatial integration of brightness signals suggested by the results of Experiment I, we expected to see two regimes in the data, corresponding to mean dot spacings above and below the size of the integration region. For dot spacings small enough so that dot density interacts with luminance in the generation of the brightness signal, we would expect to find higher thresholds for joint modulations in cancellation phase than in summation phase. For dot spacings larger than the size of the integration area, density modulations should not interact with luminance, and the thresholds for the two phases should be equal.

**Procedure**

The apparatus for Experiment II is shown schematically in Fig. 3(a), with the waveforms from selected test points shown in Fig. 3(b). A 50 Hz sawtooth was provided by oscilloscope O1 (Tektronix 538A) for the vertical deflection signal. The display was viewed on oscilloscope O2 (Tektronix 502A); a temporal sawtooth horizontal deflection signal was provided by the time base unit of O2, which was set to 20 $\mu$sec/cm. Both the vertical and horizontal sawtooth signals were triggered by function generator G1, whose frequency was set to 1550 Hz, producing a raster with 31 lines.
Brightness modulation was produced by applying the signal from another function generator (G3) to the voltage-controlled amplifier (VCA) input of generator G2. The frequency of G3 was adjusted close to 150 Hz (three times the vertical rate, so that there were three grating cycles on the screen), but was not phase-locked to any of the other signals. By having G3 free running, the pattern was not stationary on the screen over long intervals of time, but was effectively constant during the time required to make a single setting. The slow drift was considered desirable, as it eliminated the possibility of local changes in the steady-state level of light adaptation. The grating drift frequency was less than 0.05 Hz.

Luminance calibrations were made using a spot meter (Pritchard UBD 1/4'). Space-average luminance was measured by defocusing the spot meter until the (unmodulated) lattice appeared uniform through the viewfinder. The luminance modulation was then calibrated by applying a large modulating signal, and measuring the luminances at the peak and trough of the resulting grating. The variations in space-average luminance resulting from density modulation were also checked this way, although an independent calibration of density modulation was done simply in terms of the deflection voltages. The space average luminance was 0.22 cd/m² corresponding to about 2 μcd per dot.

The luminance modulation signal from G3 was passed through a variable attenuator en route to the VCA input of G2. This attenuator was under the control of the subject, who used it to set thresholds using the method of adjustment. The attenuator consisted of a 10-turn linear potentiometer, equipped with a counting dial; the experimenter read settings directly from the dial.

Modulation of vertical dot position was accomplished by adding a sinewave signal to the vertical deflection signal. This was easily done since oscilloscope O2 provided differential inputs on the vertical amplifier. The modulating signal itself was produced by function generator G4 (Wave Tek model 186) which was phase-locked to the luminance signal from G3. Since density modulation is proportional to the first spatial derivative of position modulation, the signal from G4 had to be in quadrature with the signal from G3 to obtain the proper phase relation between modulations of density and luminance.
It was desired that subjects to be able to vary the two modulations with a single control while keeping them in a fixed ratio; to that end, the amplitude of the signal from G4 was made proportional to the luminance modulation depth (the amplitude of the signal from G2) by driving the VCA input of G4 (as well as G2) from the output of G3 as attenuated by the subject. In this case, however, what was needed was not to control the gain with the instantaneous level of the signal from G3, but rather with the amplitude of that signal. The amplitude of the attenuated signal from G3 was therefore measured by wave analyser WA (General Radio model 1900), set for a 50 Hz acceptance bandwidth. The recorder output of wave analyser WA provided a d.c. level proportional to the amplitude of the signal producing luminance variation and was connected to the VCA input of G4. The VCA gain of G4 was set to its maximum value, and the ratio of the two types of modulation was adjusted using the VCA gain control on generator G2.

Only one subject (DIAM) was run in Experiment II; unfortunately, parts of the apparatus were appropriated by other members of the laboratory for use in other projects before additional subjects could be tested. DIAM is an experienced psychophysical observer with good (uncorrected) acuity.

The display was viewed at a distance of 5 feet, resulting in a mean dot spacing of 6 min of arc of visual angle, a dot diameter of roughly 1 min (effectively approximating a point source), and a modulation frequency of 1 c/deg. The entire lattice subtended a region three degrees square, with three cycles of the modulation visible.

Closer viewing distances were used to obtain sparser dot densities. This had the disadvantage of covarying modulation frequency with dot spacing, but this was deemed unimportant, since the intent of the experiment was not to measure absolute sensitivities, but rather relative sensitivities to the different types of modulation. For the coarsest lattice (48 min of arc of visual angle spacing) in addition to using the closest viewing distance (14 in), the horizontal and vertical gains of scope O2 were doubled.

**Results**

Typical data are shown in Fig. 4. A two-dimensional space is used to represent joint modulation of luminance and density. In the figure, the abscissa represents the contrast of the applied luminance modulation, while the ordinate represents modulation of spacing, or density. The units of density modulation have been chosen in the same way as for luminance, so that a modulation of 1 corresponded to an excursion from zero density to twice the average. For a chosen ratio of density-to-luminance modulations, adjustments of the subject’s attenuator produced modulations which lay on straight lines through the origin in this space.

The results shown in Fig. 4 are for a relatively dense lattice with a dot spacing of 6 min. Four points were measured; each has been reflected in the figure. Several aspects are noteworthy: first, the thresholds for luminance modulation only and density modulation only are approximately equal; second, when luminance and density modulation are added in-phase (so that dots are brighter in regions of increased density) the combination can be seen when each component is at little more than half of the threshold modulation for that component alone. Surprisingly, for each of these thresholds the nonuniformity of the lattice appeared at

![Fig. 4. Thresholds for seeing nonuniformity in a regular lattice are plotted in a two dimensional space where the x-axis represents contrast of luminance modulation and the y-axis represents amplitude of density modulation (normalized so an amplitude of 1 corresponds to variations from zero density to twice the mean). The thresholds for each type of modulation alone are approximately equal, suggesting that a single mechanism sensitive to the amplitude of the Fourier fundamental component of the luminance image is responsible for the detection. In quadrants 1 and 3 (upper right and lower left, respectively), where the luminances of dots are increased in regions of increased dot density (summation phase), thresholds are lower than for either type of modulation alone. In quadrants 2 and 4 (upper left and lower right, respectively), where luminance modulation compensates for density modulation to make all dots appear equally bright (cancellation phase), thresholds are significantly elevated; that is, visible density modulations are rendered invisible by the simultaneous application of luminance modulation in the opposite phase. Four points were measured and then reflected to show the complete threshold contour. Dot spacing was 6 min of arc of visual angle, and the modulation frequency was 1 c/deg. Error bars represent ±2 SEM, based on variability between sessions.](image-url)
threshold as a modulation of dot brightness; the modulation of density was not seen as such at threshold.

The thresholds for cancellation phase (quadrants 2 and 4, upper left and lower right, respectively) show that our term is an apt one: the two types of modulation indeed appear to cancel each other, producing a joint threshold that is larger than that for either type alone. At this threshold, the subject could not have been detecting a Fourier component in the intensity profile of the whole display at the fundamental frequency of the modulation, since there was zero amplitude regardless of the modulation depth. This is because the two components of the modulation kept the local space-average luminance constant, regardless of the modulation depth. In this case the subject was forced to detect the change in dot spacing (assuming he could not detect the luminance modulation when the dots appeared equally bright). The fact that this threshold is higher than for the other cases shows that the spacing cue is unimportant in determining threshold in the other conditions where there was an actual component at the Fourier fundamental frequency. The ratio of the cancellation phase threshold to the summation phase threshold gives us an indication of the extent of reciprocity between dot density and luminance: a threshold ratio greater than 1 indicates that there is some reciprocity of density and luminance in cancellation phase.

In the absence of any reciprocity, that is, for a system that detects modulations of density and luminance completely independently, we would expect the diagonal thresholds to be all the same. The combined thresholds should exhibit luminance and density components slightly smaller than for either type of modulation by itself, either as a result of probability summation, or on the basis of signal detection theory (Green and Swets, 1974). If one assumes that the two types of stimuli stimulate different mechanisms, that a given stimulus evokes an internal response which is normally distributed about a mean value linearly related to the stimulus level, and that the distributions for the two stimulus dimensions are independent of each other and of both stimulus levels, then it can be shown that threshold should decrease by a factor of the square root of two when the two types of modulation are combined in amounts proportional to the individual thresholds (see Appendix I).

Figure 5 shows a plot of the threshold ratio versus lattice spacing. Here we see a fairly gradual drop from a high ratio at small lattice spacings to a value of 1, consistent with independent detection of brightness and density modulation at the largest spacing. The value of 1 is not approached until the spacing reaches 48 min of arc. The fact that a significant interaction between density and luminance is still occurring at a mean lattice spacing of 24 min is roughly consistent with the results of Experiment I, where the interaction seemed to vanish at a spacing of 30 min. Exact agreement is perhaps not to be expected given the differing natures of the tasks in the two experiments; it is possible that threshold for seeing density modulation (as measured in Experiment II) might be affected by a physical luminance modulation even in a lattice where density modulation did not produce a change in the subjective brightness of the dots.

**EXPERIMENT III**

*Introduction*

One somewhat surprising result of Experiment II was the equality of the thresholds for luminance and density modulations (expressed in terms of the amplitude of the fundamental modulation component). This is surprising because there is evidence for an early transduction non-linearity, possibly in the photoreceptors themselves (Boydton and Whitten, 1970; MacLeod et al., 1985). If the intensities of individual dots were first passed through a compressive nonlinearity, the result should be sensitivity loss for luminance modulation. Although one might think that the small modulations at threshold hold would be little affected by such a non-
linearity, it should be remembered that the individual dots in Experiment II were at 100% contrast with their dark background; the local dot luminance was 9 times higher than the overall mean luminance. Since each dot had a luminance much higher that the space-average mean luminance, any one would be expected to produce a response near the end of the curve. The differential response to small perturbations of a dot's luminance would be proportional to the slope of the response function. Density modulation, on the other hand, affects the space-average luminance through area summation, which is not affected by transduction nonlinearities. Therefore we might expect to find lower thresholds for density modulation than for luminance modulation in densely sampled arrays. To test this hypothesis, Experiment II was repeated using a more flexible apparatus that allowed the different stimulus parameters to be manipulated with greater independence.

Procedure

The stimulus for Experiment III was similar to that used in Experiment II, but was generated by computer to simplify modification of parameters and allow a forced-choice method to be used to estimate thresholds. Stimuli were displayed on a cathode ray tube with P4 phosphor and hardware gamma correction (Hewlett-Packard Model No. 1332A, options 604 and 215). The hardware gamma correction provided good local linearity, but overall linearity correction was accomplished in software. A twelve bit digital-to-analog converter (DAC) generated voltages that were applied to the scope inputs. Three sample-and-hold amplifiers combined with a simple counter circuit allowed the single DAC to control all three scope inputs (two deflection or position inputs and z-axis or brightness). The DAC was attached to a digital computer (Digital Equipment Corp. PDP-11/23) which ran the experimental programs.

The relation between the DAC setting and the scope brightness was measured with a photodiode (United Detector Technologies PIN-10) in conjunction with a current-to-voltage amplifier. Quoted modulation values take account of the measured nonlinearity of the scope, which was not pronounced in the range of interest. Absolute measurements of the mean luminance were made with another photometer (EG&G model 450-1, equipped with multiprobe 550-2 and pulse integrator 550-3). The background was left “dark”, so the contrast of individual dots was very close to 1.0, being diminished only by small amounts of electron scatter within the CRT, and intraocular light scatter. All experiments were done with the room lights off, to avoid reflections from the scope face. The display had a mean luminance of 16.6 candelas per meter squared, corresponding to 68.6 microcandels per dot.

Stimuli consisted of regular lattices of 1024 dots (a 32 x 32 array). From the viewing distance of two meters, the array subtended a visual angle of 1.77 deg, with a corresponding dot spacing of 3.4 min of arc. A change of one least-significant-bit on the DAC generated a positional displacement of 2 sec of arc. Fifty frames of each stimulus were presented at a refresh rate of 57 Hz, for a total stimulus duration of 875 msec. Each stimulus was preceded by a fixation cross which appeared in the center of the screen for 500 msec immediately preceding the stimulus. This served both to alert the subject and to guide fixation and accommodation.

Nonuniformity was introduced into the arrays in one of four ways. The luminances of individual dots could be modulated, always as a one-dimensional sinusoidal function of position. Alternatively, the positions could be modulated, resulting in a modulation of dot density equal to the spatial derivative of the position modulation. Modulations of position and density could also be applied in conjunction, either in similar phase (the denser dots being brighter) or opposite phase (the denser dots being dimmer).

On any given trial, the subject's task was to report the orientation of the modulation, which was chosen at random to be either horizontal or vertical. Modulation amplitudes on successive trials were determined in accordance with a staircase procedure designed to concentrate the trials about the amplitude corresponding to 71% correct. Each staircase was governed by the “2 to 1” rule; that is, the stimulus would be made more detectable after each incorrect response, whereas two consecutive correct responses were required to decrease the detectability. Each run began with a preliminary section during which the staircases used large increments to rapidly home in on the threshold level. The increment for each staircase was initially half of the range, and was decreased by half after each staircase reversal. Data were not recorded during this preliminary phase, which terminated when all staircase increments had
reached the minimum level (0.1 log units). Four independent staircases were randomly interleaved in each block.

Two spatial frequencies of modulation were tested: 1.2 c/deg, for which two complete cycles were visible, and 0.6 c/deg, for which only a single cycle was visible. In order that the arrays maintain a constant size for all amplitudes of density modulation, the signal which modulated the dot’s position was always applied in sine phase. This ensured that no displacements were ever applied to the dots at the edges of the pattern. This also meant that the luminance modulation was always applied in cosine phase, with the dimmest dots at the edges for positive modulation amplitudes, and the brightest dots at the edges for negative amplitudes. Since only a single grating bar was visible in the 0.6 c/deg condition, it was considered desirable to test both positive and negative modulations for this spatial frequency.

Subjects were undergraduate students with some prior experience at making psychophysical judgments. All were naive with respect to the purpose of the experiment. Thresholds were first measured separately for the two types of modulation (luminance and density). Once these thresholds were known, combined conditions were constructed, with the ratio of luminance modulation to density modulation in approximate proportion to their individual thresholds. Subjects ran at at least three sessions per condition; the threshold estimate for each session was based on either 200 trials (1.2 c/deg) or 100 trials (0.6 c/deg). A normal ogive anchored at 50% at \( x = 0 \) was fit to the observed probabilities using a weighted least-squares regression. Thresholds were estimated as the modulation amplitude for which the fitted curve assumed a value of 0.75.

To fit the data, the observed probabilities of correct response were first transformed to the corresponding normal deviates (z-scores). (In this representation, the normal ogive has the form of a straight line.) To constrain the regression line to pass through the origin, the reflection through the origin of each point was added to the data set. Ideally, each point should have been assigned the following weight

\[
 w_i = \frac{n_i \exp(-z_i^2)}{p_i(1-p_i)},
\]

where \( n_i \) represents the number of observations at the \( i \)th stimulus level, \( p \) the true underlying probability of correct response, and \( z_i \) the normal deviate corresponding to \( p_i \). These weights incorporate the fact that the observed probabilities will be distributed about the true underlying probability according to a binomial distribution with variance proportional to \( p_i(1-p_i)/n_i \). The exponential term corrects for the fact that we are fitting in z-score space, although we want to minimize the squared errors between the observed and estimated probabilities. A derivation of these weights can be found in McKee et al. (1985), who attribute them to Finney (1971).

In practice, these weights cannot be calculated, since the true underlying probabilities are not known. An iterative procedure was adopted to avoid this difficulty. On the first iteration, the observed probabilities were used in place of the underlying probabilities. The estimates of the underlying probabilities formed on the basis of the first regression were used to compute the weights for the second regression. This procedure was repeated until successive estimates converged.

**Results**

Figures 6 and 7 show thresholds plotted in a space where the horizontal axis represents amplitude of luminance modulation and the vertical axis represents amplitude of density modulation. Negative amplitudes indicate a phase inversion of the dot modulation. The error bars represent plus and minus two standard errors of the mean based on variability between sessions. Figures 6(a) to (c) show the results of three subjects for a modulation frequency of 0.6 c/deg. At this spatial frequency, the screen was filled by only a single modulation cycle, and the luminance modulation thresholds show an unexpected phase dependence, a luminance decrement at the center of the screen (with an increment at the edges) being much less detectable than the reverse. This asymmetry may be explained in terms of the hypothesized compression of the response to the dots, if we assume that the amount of compression is related to adaptational state, which might vary across the stimulus field. Because the area surrounding the dot lattices was dark, the part of the retina which viewed the stimuli was relatively light adapted. Random variations in fixation would blur the edges of the sensitivity profile; since a bit of retina near the edge of the stimulus area would sometimes be in light, sometimes in dark, it would be less light-adapted than if it were always covered by the lattice, and would consequently be more apt to
saturate in response to a small bright dot. Regardless of the source, the asymmetry was never enough to make the luminance modulation threshold as low as the density threshold. Although this asymmetry is most pronounced for the case of actual luminance modulation, there is a hint of a smaller asymmetry in the same direction for the density modulation. The lack of a comparable effect for density modulation is also consistent with our explanation, provided that the nonlinearity precedes the spatial summation which we hypothesize to be responsible for the illusory brightening due to increased density. We suspect that the asymmetry would be reduced if a larger display were used which was capable of displaying more than one grating cycle.

Several other points concerning the data in Fig. 6 are noteworthy: first, the average threshold for seeing luminance modulation is higher (by almost a factor of 2) than that for seeing density modulation; unlike the results of Experiment II, these results are consistent with a compressive nonlinearity in the transduction of luminance. Secondly, modulations of luminance and density combine additively in quadrants 1 and 3, just as we saw in Experiment II. In quadrants 2 and 4, although we do not see quite as much actual cancellation as in Fig. 5, there is still clear sub-additivity: the thresholds are higher than what would be expected from independent encoding of dot luminance and density. Since the degree of cancellation was less than was seen in Fig. 5, (i.e. the components of the cancellation phase threshold stimulus were not significantly above their individual thresholds), it was thought that the optimal cancellation phase stimulus would be one in which the components were combined in proportion to their thresholds, rather than to maintain a constant space-average luminance. If we assume that the individual component thresholds corre-
spond to a single threshold brightness difference, then making a cancellation phase stimulus where the component amplitudes are proportional to their thresholds should produce a stimulus having non-uniform luminance, but constant space-average brightness. Stimuli like this augmented the basic stimulus set for subject DDD [Fig. 6(c)]; no significant increase in the degree of cancellation was observed.

Figures 7(a) and (7b) show similar results for a modulation frequency of 1.2 c/deg. Because more than a single grating cycle was present, both phases (i.e., positive and negative modulation amplitudes) were not actually tested; four of the points are merely reflections of the other four. For determination of the on-axis thresholds, negative modulation amplitudes (bright dots at edges) were used to measure the brightness-only thresholds, while positive modulation (sparse dots at edges) was used to measure the density-only thresholds. For the off-axis measurements, negative amplitude brightness modulation was combined with both positive and negative amplitude density modulations, with amplitudes proportional to the individual thresholds. The results are quite similar to those seen for the lower modulation frequency, showing higher thresholds for luminance modulation relative to density modulation, additivity in quadrants 1 and 3, and even stronger cancellation in quadrants 2 and 4.

Discussion

The results of Experiment III have confirmed the interaction of density and luminance at high dot densities; in addition, the relation between thresholds for luminance and density modulation separately has been interpreted as evidence for a compressive nonlinearity in the transduction of luminance. A likely reason that the latter feature was not observed in the results of Experiment II is that the dots in Experiment II were dimmer by a factor of about 1.5 log units.

EXPERIMENT IV

Introduction

The results of Experiments I and II have been seen to be consistent with a model of brightness perception in which signals are gathered from a region having a radius slightly less than half a degree (the dot spacing at which interactions of density and brightness vanish). Experiment IV was performed to determine whether this spatial integration is simply summation over all space, or whether it is a more complicated integration of strictly figural properties, i.e., a weighted sum which includes the dot luminances, but not light from the surrounding area. This idea was suggested by an incidental observation in the experiments already described: increasing the local dot density can increase the subjective brightness of dots, but does not cause a dark background to appear subjectively lighter, implying that a separate brightness signal is needed to represent the level of the background. If the brightness at any point (in the background) were influenced similarly to that of the dots by the local space-average luminance at that point, then the dark background should appear brighter in a region populated with more dots. The fact that the (black) background does not appear lighter in regions of increased dot density suggests that separate signals are used to encode the brightnesses of the dots and their surround. Since the brightness of the surround seems unaffected by the luminances of the dots, we wondered whether the brightnesses of the dots would be similarly unaffected by modulations of the surround luminance.

We sought to answer this question by asking observers to detect luminance modulation in a regular lattice of dots where the modulation was applied either to the dots alone, to the dot surround alone, or to both the dots and the surround, in the same or opposite relative spatial phase. If observers could discount the local level of the background and base their judgments solely on the luminance of individual dots, or perhaps local dot contrast, then we would expect that having the background modulated in the opposite phase from the dots would maintain or improve sensitivity. Background modulations in the same phase should have no effect if dot luminance alone is relevant, or a small inhibitory effect if local dot contrast is important. If, on the other hand, observers do this task simply by detecting the Fourier component at the modulation frequency, then we expect in-phase dot and background modulations to combine additively to determine threshold; dot and background modulations that are out-of-phase, with amplitudes in the ratio producing no net energy at the fundamental, should produce large threshold elevations.

Stimuli were produced on a color monitor (Tektronix model 6905R), which received video signals from a graphics terminal (Advanced Electronic Devices model 767), which in turn
was controlled by computer (Digital Equipment Corp. PDP 11/23). The display was viewed at a
distance of 3 m, from which distance it sub-
tended 4 deg of visual angle. The graphics unit
provided 8 bit digital-to-analog converters
(DAC's) for each phosphor. The 24 bit DAC
programming values were stored in a hardware
lookup table having 256 entries; this table was
addressed by the 8 bit pixel values. Thus, al-
though the displayed colors could be chosen
from a set of some 16 million distinct shades
(distinct to the program at least), only 256 of
these could be displayed simultaneously, due to
the size of the pixel word and lookup table. The
hardware limitation to a palette of 256 or fewer
"colors" did not affect the display of the stimuli
in these experiments, since the patterns were
modulated in only one dimension and were
periodic.

In order to decrease the digital quantization
errors in the rendering of the luminance profile,
which were limited by the video digital-to-
analog converter resolution (8 bits per phos-
phor), the display was viewed through a red
filter (a double-density of Kodak Wratten No.
26). This filter had the effect of selectively
attenuating the light from the green phosphor,
and making it approximately the same reddish
color as the light from the red phosphor; the
smallest test modulations could therefore be
produced by varying the output of the green
phosphor, with a high contrast background
modulation provided by light from the red
phosphor. In general, the size of the chromatic
artifact introduced by this technique depends on
the spectral transmission of the viewing filter.
The particular case of these phosphors and filter
has been quantitatively analysed by Mulligan
(1986). Briefly, since the No. 26 filter has a
rather sharp cutoff in the red, the chromaticity
of the light from the green phosphor is not much
different from that of the red (CIE coordinates
$x = 0.693, y = 0.306$ for the red, $x = 0.669,
y = 0.330$ for the green, for a single density of
Wratten No. 26). In this situation, chromatic
differences are visible only between mixtures
containing very little light from the red phos-
phor (since the red light will dominate the
filtered mixture). This was never the case for the
low-contrast threshold stimuli. Furthermore,
the green phosphor was not used to create all of
the modulation, but merely a fine correction to
the luminance produced by the red phosphor.

The dots had a mean luminance of 20 cd/m².
The mean background luminance was one tenth
of this. Since the background occupied 8 times
as much area as the dots, the modulation am-
plitude of the background was reduced by a factor
of 8 relative to the amplitude of the dot modu-
lation in the combined cases. However, since the
background mean luminance was lower by a
factor of ten, the contrast of the background
grating was actually 10/8 or 1.25 times higher
than the dot grating having the same power at
the modulation frequency.

Individual dots were larger than those used in
the preceding experiments, and were not in
general spatially uniform. The area of each dot
was effectively a window through which a con-
tinuous grating was seen. An independent gra-
ting was windowed by the area surrounding the
dots. Each stimulus presentation was preceded
by the appearance of a fixation cross in the
center of the screen and an auditory signal. The
fixation target consisted of a small bright cross
on a dark field slightly larger than the cross,
embedded in a surround having the same mean
luminance as the stimulus background. The
fixation stimulus was visible for 500 msec,
and was immediately followed by the stimulus which
was displayed for 125 msec. Following the stim-
ulus the screen displayed a uniform field with a
luminance equal to the space-average luminance
of background.

Thresholds were determined by having sub-
jects discriminate between vertical and horizon-
tal modulations. Subjects were shown a single
stimulus and had to report the orientation,
which was chosen at random. Modulation levels
for successive trials were determined in accord-
ance with a staircase procedure. Two staircases
were randomly interleaved for each condition to
minimize the amount of a priori information available to the subjects about the presentation
for any given trial. The orientation of the modu-
lation was chosen at random for each trial.
Thresholds were estimated from the raw data
using the same curve fitting procedure as in
Experiment III.

Different modulation frequencies and dot
spacings were run in different blocks of trials.
The blocks for the different conditions were
randomly interleaved, and each of the two
subjects ran three blocks for each condition.
Thresholds were measured for three modulation
frequencies (0.625, 1.25, and 2.5 c/deg), each at
three dot spacings (3, 6 and 12 min of arc). The
two subjects were both experienced psycho-
physical observers; only subject KFP was naive
concerning the purposes of the experiments.
Reciprocity between luminance and dot density

Fig. 8. Modulation thresholds plotted in a space where the horizontal axis represents amplitude of modulation applied to dots, and the vertical axis represents amplitude of modulation applied to the background. Mean background luminance was one tenth that of the dots, but the background occupied eight times the area of the dots. Axes are normalized to reflect area-weighted amplitude of the modulation. Dot spacing was 3 min of arc, modulation frequency 0.625 c/deg. Error bars represent ± 2 SEM based on variability between sessions. (a) Subject K.F.P. (b) Subject J.B.M.

Results

Data are shown in Figs 8–11. Thresholds are plotted in a space where the horizontal axis represents the amplitude of the dot modulation, and the vertical axis the surround modulation. The axes have been normalized to represent equal area-weighted amplitudes of modulation; a dot modulation of 1 means that the dot luminance varied from zero to twice the mean dot luminance. The background modulations have been equated with the dot modulations on the basis of Fourier fundamental amplitude. In all cases except the Nyquist case, this is approximately equivalent to defining background modulation x as having a mean-to-peak amplitude 0.125 times the amplitude of a dot modulation of x, since the background occupied 8 times as much area as the dots. When sampling at the Nyquist rate the power in the sampled waveform depends on the placement of the samples. In our display the samples fell at the peak and trough of the sampled waveform, with the result that the amplitude of the Fourier fundamental

Fig. 9. Same as Fig. 8, but for a dot spacing of 12 min. (a) Subject K.F.P. (b) Subject J.B.M.

is increased by a factor close to 2 (see Appendix II). Because the background was a factor of 10 dimmer than the dots, the largest background modulation that was possible was 0.8.

Figure 8(a) and (b) show two subjects' thresholds for a lattice of high density (3 min element spacing) and a modulation frequency of

Fig. 10. Same as Fig. 8, but for a modulation frequency of 2.5 c/deg. (a) Subject K.F.P. (b) Subject J.B.M.
0.625 c/deg. We observe that the threshold, with the appropriate scaling, is roughly independent of whether the modulation is applied to the dots or to the background. When the modulation is applied in the same phase to both the dots and the background (quadrants 1 and 3), threshold is well-predicted on the basis of the amplitude of the Fourier component at the modulation frequency in the image; that is, the data points fall on lines of negative unity slope. When the modulations are applied in cancelling phase (quadrants 2 and 4), threshold is greatly elevated; since there is no energy at the fundamental in this case, subjects are detecting a variation in the local dot contrast, but the fact that their threshold is several times higher than the others suggests that in the other cases local dot contrast is irrelevant, and that it is the Fourier component at the modulation frequency that mediates detection.

Figures 9(a) and (b) show analogous results for a dot spacing of 12 min. Subject KFP [Fig. 9(a)] now shows an elevation of thresholds for dot modulation compared to background modulation, similar to the results of Mulligan and MacLeod (1984). The thresholds for the combined conditions now show much less of a difference. Although the thresholds in quadrants 2 and 4 are still slightly higher than those in quadrants 1 and 3, all may be predicted fairly well on the basis of the amplitude of the background component. Subject J.B.M. [Fig. 9(b)] shows less of an elevation for the dot modulation only condition, and more residual asymmetry in the oblique thresholds.

Results for a modulation frequency of 2.5 c/deg are shown in Figs 10 and 11. For a dot spacing of 3 min [Fig. 10(a) and (b)] the elliptical threshold contours are even more eccentric than those for the lower modulation frequency. When the dot spacing is increased to 12 min of arc (so that sampling is at the Nyquist rate of two samples per cycle) the effect of this is as much as at 0.625 c/deg: subject K.F.P. [Fig. 11(a)] shows a large increase in the dot modulation thresholds, and the thresholds for the oblique conditions can be predicted on the basis of the amplitude of the background component. The results for subject J.B.M. [Fig. 11(b)] are qualitatively similar, but less pronounced.

Discussion

These results show that under these conditions observers are most sensitive to the amplitude of the fundamental component of luminance, and relatively insensitive to changes in the local dot contrast. They also refute our initial conjecture that spatial integration of brightness signals occurred independently for the dots and the surround, for if that were true the threshold for the cancellation phase condition would not show a large elevation, since the brightnesses of individual dots would be unaffected by modulation of the surround.

As has been noted elsewhere (Mulligan and MacLeod, 1984; Nothdurft, 1985), thresholds for coarsely sampled modulation (dot modulation with large dot spacings) are greatly elevated compared to those obtained with fine sampling or continuous field stimulation; thresholds for surround modulation, on the other hand, are relatively unaffected by the spacing of the superimposed dots. In the present case, the frequency components added by the sampling operation are approximately equal regardless of whether a given small modulation is applied to the dots or the surround (see Appendix). In light of this, the result that the two types of stimuli produce different threshold elevations supports the claim of Mulligan and MacLeod that the elevation for dot modulation under coarse sampling is not just a case of masking by the frequency components in the sampling lattice. Any model in which detection or discrimination depends on the power spectra
and dot modulations under these conditions is consistent with the hypothesis of saturation of spatially-opponent neurons when the background is dark or comparatively dim, since making the surround equiluminant would sensitize units saturated by the spots on the dark surround.

**GENERAL DISCUSSION**

A number of experiments have been described in this paper which suggest that there is a summation area for brightness having a diameter slightly less than 1 deg. The observation made in Experiment I, that the brightness increase caused by increasing dot density seems to be confined to the dots, caused us to believe that this integration might occur independently for figure and ground; the results of Experiment IV, however, showing that dot and surround modulations cancel each other for small dot spacings refuted this conjecture.

In Experiment IV a saturating nonlinearity in a spatially-opponent mechanism has been suggested as the cause of insensitivity to luminance modulation of discrete dots. With that idea in mind, it seems paradoxical that in dense dot arrays, increasing the dot density makes dots appear brighter; one might suppose that the primary effect of increasing the dot density would be to increase surround stimulation, thereby lowering net excitation. Sensitization experiments (Westheimer, 1967) suggest that in the central fovea receptive field centers have diameters of only a few minutes of arc, and inhibitory surrounds have diameters of about 10–15 min of arc; the results of Experiments I and II, however, demonstrate summation over a much larger area. It is obvious that the two sets of results cannot be due to the same neural mechanisms. An interesting question to which an answer is not yet forthcoming is whether the relevant mechanisms are located at different stages in a single pathway, or reflect the existence of completely separate (parallel) pathways or channels. However, spatial integration of brightness signals cannot occur before the separation from signals used for the extraction of individual dot contours, since the dots can be sharply resolved even when their brightnesses interact.

In conclusion, we have observed effects where the brightness of distinctly resolved elements are affected by the positions of nearby elements. The results are consistent with a model where
brightness signals are integrated over an area slightly under a degree in diameter, a size which is different from that implied by the outwardly similar phenomenon of assimilation. Dramatic decreases in sensitivity in sparse dot arrays are consistent with an early compressive non-linearity, possibly in the photoreceptors themselves. As would be expected from such a model, sensitivity to luminance differences between distinct elements depends on their spacing, as well as on the spatial scale of the luminance modulation.
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APPENDIX I

Derivation of Predicted Threshold Decrease for Independent Encoding of Luminance and Density

We assume that the stimuli of Experiment II are represented in a perceptual space whose dimensions are local dot luminance and local dot density. We also assume that these dimensions are independent, and that the response to a particular component of a given stimulus is normally distributed about a mean which is proportional to the stimulus level, and with constant variance. We analyse the detection of such stimuli using the framework of signal-detection theory (Green and Swets, 1974); that is, the detection thresholds will be assumed to correspond to some criterion separation of the response distributions for the signal-present and signal-absent cases.

Let us begin by normalizing the units of luminance and density modulation so that each has a value of 1 at threshold. This has the effect of equalizing the variances of the response distributions in the two dimensions. We can represent the response space by a coordinate system where the x-axis represents luminance modulation and the y-axis represents density modulation. The distribution of responses corresponding to no modulation is centered at the origin. Since the units have been scaled to equate the variances in the two dimensions, this distribution is simply a circularly symmetric unit variance Gaussian. Applying modulation has the effect of shifting this distribution away from the origin. The detectability, $d'$, is proportional to the shift and is constant (independent of direction) at threshold.

Now, for combination stimuli where the two components of the modulation are combined in amounts proportional to the individual thresholds, the response distributions will fall on the line through the origin with slope 1. How far out must we go to reach threshold? Since we have normalized the units so that the Gaussian distributions are circularly symmetric, the value of $d'$ will depend only on the distance between the distribution centers. Since thresholds for the individual thresholds have center separations of 1 (by our choice of units), we seek a point on the line of slope 1 that is exactly one unit from the origin: this is the point whose coordinates are $(\sqrt{2}/2, -\sqrt{2}/2)$. Thus, for the combined
Appendix II

Frequency Analysis for Sample and Background Modulations

One-dimensional case. In this appendix we will analyse the spectral content of sample arrays where modulation is applied to either the samples themselves, or to the background. For simplicity, we will first analyse the one-dimensional case. Let the sampling function in one dimension be represented by \( s(x) \). Let \( S_s(\omega) \) represent the Fourier transform of \( s(x) \). The luminance profile of an array of uniform samples having luminance \( I_s \) on a surround or background having luminance \( I_b \) can be written

\[
I(x) = I_s(x) + I_b[1 - s(x)].
\]

Now, let us add some modulation at spatial frequency \( \omega_0 \) to the samples:

\[
I(x) = I_s(x)[1 + C_s \cos(\omega_0 x)] + I_b[1 - s(x)]. \tag{1}
\]

The Fourier transform of \( I(x) \), which we shall refer to as \( I_s(\omega) \), can be expressed

\[
I_s(\omega) = I_s(\omega)[1 + \frac{1}{2} C_s \delta(\omega - \omega_0) + \frac{1}{2} C_s \delta(\omega + \omega_0)] + I_b[1 - s(x)].
\]

We may similarly consider modulating the background:

\[
I_b(\omega) = I_b[1 + C_s \cos(\omega_0 x)] + I_b[1 - s(x)]. \tag{3}
\]

\[
I_s(\omega) = I_s(\omega)[1 + \frac{1}{2} C_s \delta(\omega - \omega_0) + \frac{1}{2} C_s \delta(\omega + \omega_0)] + I_b[1 - s(x)].
\]

\[
I_b(\omega) = I_b[1 + C_s \cos(\omega_0 x)] + I_b[1 - s(x)]. \tag{4}
\]

Let us consider the values of \( I_s \) and \( I_b \) at the modulation frequency, \( \omega = \omega_0 \)

\[
I_s(\omega_0) = \frac{1}{2} I_b C_s S_0(0) + \frac{1}{2} I_b C_s S_0(2\omega_0).
\]

\[
I_b(\omega_0) = \frac{1}{2} I_s(0) + \frac{1}{2} I_s(2\omega_0).
\]

We want to normalize \( C_s \) relative to \( s(x) \) so that the two stimuli have the same amplitude of the modulation fundamental frequency, \( \omega_0 \). By equating the expressions for \( I_s(\omega_0) \) and \( I_b(\omega_0) \), we obtain the following expression for the ratio of the constants

\[
\frac{C_s}{C_b} = \frac{I_b}{I_s} \frac{1 - S_0(0) - S_0(2\omega_0)}{S_0(0) + S_0(2\omega_0)} \tag{5}
\]

Note that for sampling frequencies above the Nyquist limit, \( S_0(2\omega_0) = 0 \). For the sampling signals consisting of unity height pulses, \( S_0(0) \) is simply the duty cycle of the pulses; thus the quotient on the far right represents the ratios of the luminance occupied by the samples and the background (with a correction when sampling at the Nyquist frequency); to simplify notation we will represent this quantity by the symbol \( k_{\text{ns}} \),

\[
k_{\text{ns}} = \frac{1 - S_0(0) - S_0(2\omega_0)}{S_0(0) + S_0(2\omega_0)}.
\]

We would now like to know what are the relative amplitudes of frequency components other than the modulation fundamental after this normalization. We substitute the value of \( C_s \) from equation (5) into equation (2)

\[
I_s(\omega) = I_s(\omega)[1 + \frac{1}{2} I_b C_s S_0(0) + \frac{1}{2} I_s(\omega_0) + \frac{1}{2} I_s(\omega_0)],
\]

\[
+ \frac{1}{2} I_s(\omega)[I_b C_s S_0(0) - \omega_0] + \frac{1}{2} I_s(\omega_0) + \frac{1}{2} I_s(\omega_0).
\]

Comparison of equations (4) and (5) shows that the two spectra receive the same direct contributions from the sampling lattice (which do not depend on the modulation contrast); the replicas of the sampling spectrum which are frequency-shifted by the modulation frequency have opposite relative phases in the two stimuli, however. The amplitudes of these sidebands are proportional to the modulation contrast, and are equal only when \( k_{\text{ns}} = 1 \).

We may subtract equation (4) to find the difference energy

\[
I_s(\omega) - I_b(\omega) = \frac{1}{2} I_b C_s(k_{\text{ns}} + 1) S_0(\omega - \omega_0) + \frac{1}{2} I_s(\omega_0) + \frac{1}{2} I_s(\omega_0).
\]

Two-dimensional case. The above analysis can be generalized to two dimensions as follows: for a regular square lattice of samples, the two-dimensional sampling function, \( s(x,y) \), can be simply expressed as the product of two one-dimensional functions

\[
s(x,y) = s(x)s(y),
\]

with \( s(x_0, \omega_0) \) representing the Fourier transform of \( s(x,y) \)

\[
S_d(x_0, \omega_0) = S_d(\omega_0) S_d(\omega_0).
\]

The definition of the two-dimensional sampled grating is similar to equation (1)

\[
I(x,y) = I_s(x,y)[1 + C_s \cos(\omega_0 x)] + I_b[1 - s(x,y)].
\]

Similarly

\[
I(x,y) = I_s(x,y) + I_b[1 - s(x,y)][1 + C_s \cos(\omega_0 x)].
\]

By following the same development as in the one-dimensional case, it is easy to show that

\[
I_s(\omega_0) = I_s(\omega_0) - I_b(\omega_0) = \frac{1}{2} I_b C_s(k_{\text{ns}} + 1) S_0(0) - \omega_0] + \frac{1}{2} I_s(\omega_0) + \frac{1}{2} I_s(\omega_0),
\]

where

\[
k_{\text{ns}} = \frac{1 - S_0(0) - S_0(2\omega_0)}{S_0(0) + S_0(2\omega_0)}.
\]

Since \( S_0(0) = [S_0(0)]^2 \), the numerical value of \( k_{\text{ns}} \) is larger in the two-dimensional case; in the present experiments, where the duty cycle in one dimension was 1/3, \( k_{\text{ns}} = 8 \) when sampling above the Nyquist frequency. Although this suggests a large difference between the two cases, it should be remembered that the aliased replicas of the sampling spectrum are attenuated by the modulation contrast; additionally, they are weighted by \( I_s \), the background luminance. The magnitude of the unaliased spectrum, on the other hand, does not depend on the modulation contrast, and is weighted by \( I_s - I_b \). When the background luminance is small compared to the sample luminance, the contrasts of the aliased components will be negligible compared to that of the unaliased components, even when threshold is maximally elevated. The asymmetry does become important when \( I_s = I_b \), as in the final phase of Experiment IV (Fig. 12).